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Abstract: In recent times the growing utilization of the electromagnetic environment 
brings the passive radar researches more and more to the fore. For the utilization of the 
wide range of illuminators of opportunity the application of wideband radio receivers is 
required. At the same time the multichannel receiver structure has also critical impor-
tance in target direction finding and interference suppression. This paper presents the 
development of a multichannel software defined receiver specifically for passive radar 
applications. One of the relevant feature of the developed receiver platform is its up-to-
date SoC (System on hip) based structure, which greatly enhance the integration and 
signal processing capacity of the system, all while keeping the costs low. The software 
defined operation of the discussed receiver system is demonstrated with using DVB-T 
(Digital Video Broadcast – Terrestrial) signal as illuminator of opportunity. During this 
demonstration the multichannel capabilities of the realized system are also tested with 
real data using direction finding and beamforming algorithms.  
Key words: DPIS, multichannel receiver, passive radar, PCL, SDR  

 
 
 

1. Introduction 
 

Passive radars take advantage of already existing radio sources to detect targets. Resear-
ches have investigated the potential illuminators of opportunity such as the FM radio, GSM, 
UMTS, Wi-Fi, WiMAX, DAB, DVB-T, DVB-S signals. The basic proof of concept has been 
verified extensively so far for the different illuminator signals [4-6]. Software defined radio 
platforms are commonly used in a passive radar demonstrator system due to the flexibility of 
such receiver structures [1-3, 10]. The application of multiple IOPs (Illuminator of Opportu-
nity) located in different bands at the same time is also a field of interest in high range reso-
lution and imaging application [10]. However these modular systems are very high-priced and 
inhibit the dissemination of passive radar technology. Low cost software defined receivers that 
are currently available in wide range are also investigated for passive radar application, how-
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ever the high dynamic range and precise multichannel operation is not achievable with these 
units. 

One of the most significant limitation factor of passive radars is the direct path inter-
ference [6].The suppression of the strong direct path reference signal in the surveillance chan-
nel is essential in order to achieve a reasonable signal-to-noise ratio in large bistatic target dis-
tances. One of the most straightforward solution for this issue is the use of spatial filtering 
with beamforming algorithms [7-9]. FM radio based beamforming passive radars have been 
developed successfully in recent times [8]. 

In this paper we describe our developed multichannel passive radar receiver structure 
which is based on SoC (System on Chip) architecture. Our approach not only reduces the cost 
of the system, but increases the system integration and provides an up-to-date high perfor-
mance platform for passive radar signal processing. The demonstration of basic spatial filter-
ing implementation on the designed system is also presented. The design considerations (Sec-
tion 2), the structure (Section 3) and the results (Section 4) of the developed hardware plat-
form are described in detail. The effective operation of the platform is tested via field measu-
rements.  

 
 

2. Design considerations 
 
 The required parameters of the receiver system are fundamentally dependent on the 

properties of the used illuminator signals. The receiver must be able to cover sufficiently high 
dynamic range to the simultaneous reception of the high power direct path signal and the weak 
target echoes. At the same time the bandwidth of the used reference signal is also significant 
to achieve fine range resolution. For a given illuminator signal the achievable bistatic range 
resolution can be calculated using Eq. (1). In Eq. (1) c stands for the speed of light, B denotes 
the bandwidth of the signal and β denotes the bistatic angle. 

 
⎟
⎠
⎞

⎜
⎝
⎛β

=Δ

2
cos2B

c
r . (1) 

Table 1 summarizes the main parameters of the most common illuminators of opportunity. 
To determine a real requirement for the dynamic range of the receiver system, the power level 
of the direct path signal has been calculated for the different applicable illuminators using 
Eq. (2) with the baseline distance of L = 10 km. (Antennas with 0 dBi gain are assumed both 
on the transmitter and the receiver side.)  
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( ) 22

2
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P

P t

π
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where Pt is the power of the transmitter, λ denotes the wavelength of the IOP and L denotes 
the distance from the reference transmitter. In order not to lose sensitivity because of digita-
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lization, the quantization noise of the ADC (Analog Digital Converter) must be lower than the 
thermal noise floor for the given illuminator bandwidth plus the external noise. The thermal 
noise floors have been calculated with Eq. (3). 

 ,BkTP sn =  (3) 

where k is the Boltzmann constant, Ts=300 K is the system temperature and B denotes the 
bandwidth of the signal. The power of the external noise that is originating from man-made or 
natural sources can be estimated using the ITU-R [P.372-8] recommendation. This recom-
mendation is intended to use for system performance determinations and design. The external 
noise figure denoted with Fa expresses the power of the external noise above thermal noise 
with reference temperature of 300 K (our assumed system temperature). For frequencies bel-
low 1 GHz the values indicated in Table 1 belong to the curve of the man-made noise in 
business environment. In frequencies above ~1 GHz noise from individual sources such as 
galactic noise, atmospheric gasses, etc. have usually less noise temperature than 300 K (Ex-
pect the noise of the Sun). 

 
 

Table 1. Relevant parameters of the most common illuminators 

Illuminator EIRP Frequency Bandwidth Received power 
(L = 10 km) 

Thermal 
noise 
floor 

External 
noise factor 

FM 100 kW ~100 MHz ~75 kHz !12 dBm !125 dBm 22 dB 
GSM 100 W 900, 1800 MHz 200 kHz !61, !67 dBm !120 dBm 8 dB, < 0 
UMTS 100 W-1 kW 2100 MHz 3.84 MHz !59 dBm !108 dBm < 0 
DAB 10 kW ~220 MHz 1.536 MHz !29 dBm !112 dBm 13 dB 
DVB-T 1-100 kW ~600 MHz 7.61 MHz !28 dBm !105 dBm 9 dB 
DVB-S 100-1000 kW 10.7-12.7 GHz 27-30 MHz – !99 dBm < 0 

 
 
Having examined the parameters of different illuminators the analog digital converter of 

the receiver system must have at least ~70 dB dynamic range in order to reduce SNR (Sig-
nal-to-Noise Ratio) degradation originating from the quantization noise. Thus for the digital 
conversation we are using 12 bit wide ADC with 100 MHz sampling frequency providing 
slightly more than 70 dB SNR. The effective number of bits and thus the SNR for illuminator 
signals with small bandwidth can be further increased with performing integration in the deci-
mation stage.  

Nowadays several research groups deal with using the DVB-T signal in passive radars. 
From among the potentially applicable illuminators of opportunity, the DVB-T signal not only 
has beneficial correlation properties but also has relatively wide 7.61 MHz bandwidth and 
high power transmitters. Thus it was expedient to test the capabilities of the receiver with this 
type of illuminator. The demonstration results are presented in Section 4. 
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3. Receiver structure  
 
The block diagram of the designed receiver platform is illustrated in Fig. 1 and Fig. 2. 
 

3.1. RF front-end 
RF signals coming from the antenna system are first received by the front-end unit. This 

unit is responsible for down-mixing the RF signal to the intermediate frequency which can be 
processed further by the digital data acquisition card. Fig. 1 shows the detailed architecture of 
the RF signal path.  

 

 
Fig. 1. Block diagram of the multichannel coherent RF receiver 

 
The first stage of the RF front-end unit is a low noise amplifier which is responsible for 
achieving a low noise figure for the overall system. After the first stage the signal is filtered by 
an optional band pass filter. Application of the RF filter can improve the out-of-band inter-
ference tolerance capability of the system, but also limits the available illuminators for the 
receiver. For the demonstration presented in Section 4 a filter designed to operate in the  
DVB-T band has been utilized (460 MHz – 800 MHz). In order to maintain the proper signal 
level in the entire RF chain a second RF amplifier has been placed before the signal is mixed 
down to the IF (Intermediate Frequency) band. It is also important that in passive radar sce-
narios the reference signal often has very high power at the receiver side, thus the system must 
also handle the these signals. Beside this the amplifier stage must have high linearity to avoid 
the appearance of the undesired harmonic components in the spectrum. Thus an amplifier with 
high power handling capability (Psat) and IP3 (third order intercept point) has been used. After 
the second RF amplifier the RF signal is downmixed to the IF band (38 MHz). In order to 
implement coherent RF signal reception all the mixers in the system have to use the sample 
local oscillator signal, thus the RF power divider is used to distribute the local oscillator signal 
for the mixers of the four individual receiver channels. In the last stage the IF signal is filtered 
to suppress the RF and local signal leakage. The IF filter is also used as the anti-aliasing filter 
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for the later digitalization step. It must be emphasized that all the components of the receiver 
system are wideband RF integrated circuits to ensure wideband software defined operation. 
The critical amplifier stages are MMICs (Monolithic Microwave Integrated Circuit) and the 
RF power divider is implemented as a resistive splitter. 

 
3.2. Digital Data Acquisition 

Fig. 2 highlights the structure of the digital data acquisition unit of the system.  
 

 
Fig. 2. Block diagram of the multichannel passive radar receiver platform  

 
After the RF stage the IF signals are digitalized by the ADC which has serial data output. 

At this point of the system the data rate reach 100 MHz 12 bit 4 = 4.8 Gbit/s. This high speed 
data stream is split into 8 different lines which greatly facilitates the transfer of the raw data. 
The transferred signals then arrive to the SoC (System on Chip). A picture from the receiver 
platform can be seen in Fig. 3.  

 

 
Fig. 3. Picture of the high speed digital data acquisition board  
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We are using the Xilinx Zynq 7020 SoC in the receiver platform. Application of SoC 
provides state of the art solution for mixed signal processing demands. The FPGA integrated 
into the chip is able to perform the critical signal processing tasks while the dual core ARM 
processor can handle effectively the algorithmic problems. Therefore, it is advisable to imple-
ment real time signal processing tasks with high data throughput in the FPGA logic. Ac-
cordingly, we have implemented the ADC receiver logic inside the PL (Programmable Logic). 
This logic is mainly responsible for the reception of the high speed raw data transferred by the 
ADC. The received digital samples are then forwarded to the DDC (Digital Down-Converter) 
circuit. The DDC circuit performs down-mixing to baseband, filtering, and decimation of the 
processed signal. Decimation ratio is determined according to the bandwidth of the currently 
used reference signal. During the presented experimental measurement, we used 12 as a deci-
mation factor for the processing of the DVB-T signal which has 7.61 MHz bandwidth. From 
the output of the DDC module the baseband IQ complex samples are forwarded to the DMA 
(Direct Memory Access) controller module. The main task of this logic is to move the data 
from the FPGA to the DDR3 memory used by the ARM processors with CPU offload. The 
Linux system running on the ARM processors transfers the received data through Gigabit 
Ethernet to a computer which performs the passive radar signal processing and detection algo-
rithms. The flexibility and signal processing capability of the system relies on the effective 
information exchange between the two part of the system (PL-programmable logic and PS-
processing system). The operating system running on the PS manages the protocols needed to 
communicate with the outside world, while it is also able to reach the internal systems and 
registers of the PL directly. Because of this construction the passive radar receiver system can 
effectively change between the used reference sources by reconfiguring the internal para-
meters of the software defined radio blocks inside the system even during remote operation. 

 
 
 

4. Receiver demonstration results 
 
The wideband multichannel operation of the receiver has been tested with DVB-T trans-

mission in the UHF band. To perform an adequate test for the beamforming capabilities, the 
effectiveness of the interference suppression has been analyzed as it is real demand in passive 
radar applications. The results of these measurement along with results of the DOA (Direction 
of Arrival) algorithms are presented. 

 
4.1. Calibration procedure 

Amplitude and phase response calibration of a multichannel receiver is essential for the 
proper and correct application of the beamforming techniques. In order to carry out relevant 
measurements, the receiver unit has been calibrated. This calibration procedure must be per-
formed over the full frequency range of interest. For the presented demonstration the relative 
amplitude and phase responses of the individual channels have been recorded from 630 MHz 
to 638 MHz in the band of the used DVB-T transmission. 
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Fig. 4. Calibration measurement setup 

 
The calibration has been performed in an anechoic chamber. The setup of this measu-

rement is illustrated on Fig. 4. Both the RF generator and the receiver unit were, controlled 
from a PC. The RF CW (Continuous Wave) excitation signal had been set first, then the re-
ceiver downloaded sufficient IQ samples for the latter offline processing. For the reception of 
the RF signals we used an equidistant linear antenna array consisting of 4 fractal patch antenna 
elements with 0.52 wavelength (634 MHz) distance between elements. As a reference antenna 
for the transmission of the RF calibration signal a wideband log-periodic antenna was used. 
The relative amplitude and phase difference between the channels was finally determined in 
frequency domain at the currently measured frequency. It has to be noted that in this calibra-
tion setup both the RF multichannel receiver chain and the antenna array were calibrated. 
While measuring the calibration matrix, the main direction of the antenna system was rotated 
precisely in the direction of the reference antenna. The arrangement of the measurement can 
be seen in Fig. 5. 

Since the effective interference cancelation is crucial in passive radars applications, the 
performance of the calibration was determined with analyzing the suppression capabilities of 
the system. This has been carried out with the calculation of the averaged power before and 
after performing a beam space processing algorithm.  

The success of the calibration has been tested first. During the test measurement the an-
tenna system was rotated from its original calibration direction to a random direction to ensure 
more realistic scenario. The RF generator was programed to transmit a priori known wideband 
excitation signal in the same setup as in the calibration procedure. The IQ samples were re-
corded and then after correcting the samples the DOA of the test signal has been determined. 
For the DOA estimation Capon’s method has been applied as it has high resolution. Eq. (4) 
describes the used Capon method. 
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Fig. 5. Calibration measurement taken in the anechoic chamber 

 

 ( )
( ) ( )

,1
1 ΘΘ sRs −=Θ

xx
HP  (4) 

where s(Θ) is the steering vector and Rxx is the spatial correlation matrix. Fig. 6 shows the 
calculated results. 

 

 
Fig. 6. Result of the DOA measurement taken in the anechoic chamber 

 
From the result, the DOA of the test signal has been determined to 125 deg. On the basis of 

the knowledge on the incident angle of the transmitted test signal, the beampattern illustrated 
in Fig. 7 has been synthesized. The coefficient vector of the beamformer was calculated using 
the fixed MSIR (Maximum Signal to Interference Ratio) algorithm according to Eq. (5) which 
was configured to place wideband null in the direction of the interference signal. 

 1−= Auw HH . (5) 

In Eq. (5) w denotes the calculated coefficient vector of the beamformer, u means the 
constraint vector and A is the array response matrix. 
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Fig. 7. Array factor of the synthesized radiation pattern for testing  

interference suppression in anechoic chamber 

 
Finally, the cross correlation functions have been calculated to determine the power level 

of the known excitation signal. Fig. 8 shows the obtained results. The blue curve represents 
the autocorrelation function of the first receiver channel, while the red curve represents the 
cross-correlation function of the same receiver channel and the beamspace processed channel. 
It can be seen that the power level of the excitation signal has been effectively suppressed with 
30 dB.  

 

 
Fig. 8. Difference between cross correlation functions shows 

the power level reduction in the received signal  
 

4.2. Field measurements 
We have measured the beamforming capabilities of the system also in real environment 

using DVB-T reference signal. During the course of the experimental measurement we have 
first determined the exact positions of a transmitter tower applying Capon’s direction of 
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arrival algorithm and then we applied interference suppression technique in the same way as it 
was used in the calibration test. 

 

 
Fig. 9. Measurement scenario 

 
For the measurement we used the signals of a DVB-T transmitter operating in Budapest. 

The transmitter tower is located at the Széchenyi-hill. The geometrical layout of the trans-
mitters and the receiver system is depicted in Fig. 9. After the completion of the measurement, 
the downloaded IQ complex data was processed offline. 

 

 
Fig. 10. Measured DOA of the DVB-T transmitter  

tower located at the Széchenyi-hill with Capon’s method 
 
Fig. 10 shows the results of the direction of arrival algorithm. Where, the function of the 

DOA estimation has its maximum at 48 deg. Based on the preliminary calculated transmitter 
direction we can conclude that the DOA of the DVB-T transmitter tower could be determined 
precisely. The results of the direction of arrival algorithms match with the expected results. 
After having measured the DOA of the reference signal, the antenna channels have been 
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processed in order to produce the surveillance channel for the passive radar. The synthesized 
beampattern can be seen in Fig. 11. Nulls are placed in the direction of the DVB-T transmitter. 

 

 
Fig. 11. Synthesized surveillance channel beampattern for the experimental measurement 

 
 
Correlation functions are calculated finally to estimate the achieved DPIS (Direct Path 

Interference Suppression). The results are shown in Fig. 12. The reference curve shows the 
autocorrelation function of the first receiver channel, while the other curve represents the 
surveillance channel. Having examined the measurement results, 21 dB suppression has been 
achieved.  

 
 

 
Fig. 12. Estimation of the achieved DPIS in the field measurement 

 
Based on the presented measurement results it can be concluded that the developed multi-

channel receiver platform performs properly as expected.  
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5. Conclusions 
 
In order to widespread the passive radar technology it is necessary to develop such hard-

ware supported systems that target the inherent advantages and difficulties of the passive 
radars. The saturation of the electromagnetic environment provides great opportunity to pas-
sive radars, however special receiver platforms are required. In this paper we presented the 
development of a passive radar receiver platform which applies modern system on chip archi-
tecture with high integrity, flexibility and signal processing capability. The operation of the 
receiver structure has been tested with the DVB-T signal. The performance of the multichan-
nel operation including the DOA estimation, and the DPIS have been demonstrated. Further 
researches can be done to effectively implement high performance passive radar signal 
processsing algorithms utilizing the DSP capabilities of the SoC.  
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Abstract: Thermal modeling in the transient condition is very important for cast-resin 
dry-type transformers. In the present research, two novel dynamic thermal models have 
been introduced for the cast-resin dry-type transformer. These models are based on two 
artificial neural networks: the Elman recurrent networks (ELRN) and the nonlinear auto-
regressive model process with exogenous input (NARX). Using the experimental data, 
the introduced neural network thermal models have been trained. By selecting a typical 
transformer, the trained thermal models are validated using additional experimental re-
sults and the traditional thermal models. It is shown that the introduced neural network 
based thermal models have a good performance in temperature prediction of the winding 
and the cooling air in the cast-resin dry-type transformer. The introduced thermal models 
are more accurate for the temperature analysis of this transformer and they will be trained 
easily. Finally, the trained and validated thermal models are employed to evaluate the 
life-time and the reliability of a typical cast-resin dry-type transformer. 
Key words: cast-resin transformer, dynamics, recurrent neural networks, thermal modeling 

 
 

1. Introduction 
 
In many critical applications such as military and residential areas, transformers must be 

protected against explosion. Thus, nonflammable insulations (such as Askarel and Epoxy Re-
sins) have been offered to be used in transformers. As the usage of Askarel has been phased 
out, epoxy resins have proven themselves and are widely used in transformers. Therefore,  
a cast-resin dry-type transformer [1, 2] has been developed as a nonflammable transformer. 
While a dry-type transformer lacks any cooling fluid and the life-time of insulating system 
depends on temperature, the thermal behaviour analysis of the dry-type transformer is cru-
cially important. 



                                                                  D. Azizian, M. Bigdeli                                                 Arch. Elect. Eng. 18

Previously, the steady-state thermal modeling for different geometries of the dry-type 
transformer was introduced in [2-8]. Additionally, it is essential to study the transient thermal 
behaviour and the life-time of the dry-type transformers; thus, it is helpful to introduce some 
applicable dynamic models for this purpose. Different life-time and transient thermal models 
have been presented for oil-immersed transformers [9-13]. There are few researches on dy-
namic thermal modeling of the dry-type transformers [14-17]. References [14, 15] introduce 
simplified RC models for the dynamic thermal modeling of the dry-type transformers. Dif-
ferent heuristic algorithms have been employed to estimate the parameters of these RC ther-
mal models. As it has been shown in [15], the simplified models are accurate enough for the 
thermal modeling of the dry-type transformer. Additionally, some detailed RC thermal models 
have been presented in [16, 17] for the thermal modeling of the cast-resin dry-type trans-
former. The RC models that are based on the physical structure of the transformer are accurate 
enough to analyse the dynamic thermal behaviour of the dry-type transformers. But the ac-
curate thermal modeling of the transformer, especially when the current variation is high, can-
not be achieved. Thus, it is needed to introduce some compatible methods to model the dyna-
mic thermal behaviour of the dry-type transformer. Nowadays artificial neural networks 
(ANN) are widely used for temperature prediction in different problems and phenomena 
[18-24]. Several ANN based dynamic thermal models have been presented for oil-immersed 
transformers [21-24].  

Consequently, novel dynamic thermal models based on the Elman recurrent networks 
(ELRN) and the nonlinear autoregressive model process with exogenous input (NARX) for 
the thermal modeling and temperature prediction of the cast-resin dry-type transformers are 
introduced in this paper. Employing the measured temperatures, the ANN models have been 
trained and the predicted temperatures are validated against experimental results, the RC 
thermal models [15-17] and the classic IEC method [25]. Afterwards, using the trained ANN 
models, the life-time and reliability of the cast-resin transformer are studied. It is shown that, 
the introduced ANN models have better efficiency in the temperature prediction of the cast-
resin dry-type transformer rather than other traditional methods. 

Main contributions and novelties of this paper can be listed as following: 
- New and simple ANN based thermal models are introduced for the dynamic thermal 

modeling of the cast-resin dry-type transformer. 
- The results of the introduced models are compared to experimental results, the RC 

based models, IEC equations and to each other. 
- Using the predicted and validated ANN models, the life-time and reliability of the 

cast-resin transformer have been studied. 
 
 

2. Cast-resin dry-type transformer thermal models 
 

2.1. IEC thermal equations 
Practically, there are few conventional models that are employed for temperature predict-

tion of dry-type transformers [25, 26]. In these traditional models, if the required experimental 
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parameters are not accessible then the models cannot be employed. Here, the traditional 
thermal equations that have been presented by the IEC standard [25] are discussed. It is known 
that the dynamic behaviour of temperature is similar to a simple exponential equation. Thus, 
by determination of the initial and the final values of this exponential equation, the winding’s 
temperature rise (θw) can be governed at each time (t) as given in (1). 
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where: τ is the thermal time-constant of a winding, θw0 is the initial (t = 0) winding tempe-
rature rise at the beginning of the time period, and θw∞ is the final (steady-state) winding tem-
perature rise that can be expressed as 

  ,θθ n
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where: θwn is the nominal steady-state winding temperature rise, K is the load factor (load 
current/nominal current) and n is an experimental correction coefficient. IEC standard pro-
poses τ = 0.5-2 hours and n = 1.6 for dry-type transformers [25]. 

 
2.2. RC thermal model 

A schematic view of a cast-resin transformer is shown in Fig. 1a. Thermal behaviour of the 
windings can be expressed as (3) [16]. 
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where: qO is the specific loss density, θ is the temperature, k is the thermal conductivity and  
α is the thermal diffusion. Now, assume the solid parts to be divided into a number of cylin-
drical units that are related to each other by thermal resistances (Fig. 1b). 
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Fig. 1. Cast-resin dry-type transformer: a) schematic view; b) a partial part 
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In the transient condition, the transferred thermal energy to each unit appears as an in-
crease in the total energy and the unit behaves as an integrated capacitor [16]. If only one unit 
is selected in the windings and if the heat transfer from horizontal surfaces is neglected (heat 
transfer is assumed to occur in the radial direction) [2], the thermal behaviour of the winding 
and the cooling air (on top of the enclosure [27]) can be explained as following [15]: 
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where: θw/θe are the average temperature rises, Pw /Pe are the thermal flow sources, Rw /Re are 
the thermal resistances, and Cw /Ce are the thermal capacitances of the winding/cooling air.  

Consequently, (4) and (5) represent a second order RC circuit as given in [15]. Note that 
Re, Ce and Pw are temperature dependent [17]. And Pw also depends on the load factor and the 
nominal winding losses (Pwn) as shown in (6). 
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Combining (4)-(6), the matrix form of the thermal model can be explained as (7). 
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Applying the forward Euler discretization rule ( ( ) tkk Δ−θ−θ= /]1[][θ& ), a discrete time 
form of (7) can be extracted as: 
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2.3. Novel thermal models based on recurrent neural networks 

An artificial neural network (ANN) is a set of interconnected neurons that employs a ma-
thematical model to simulate a biological neural network. ANN is formed by connecting the 
artificial neurons to each other among adjustable weights. Neural networks can be employed 
to model complicated interaction between a set of inputs and outputs. ANN can be trained to 
reach a target output for a specific set of inputs.  

In this research, it is assumed that only two nodes in the winding and the cooling air can 
model the thermal behaviour of the cast-resin dry-type transformer with sufficient accuracy. 
This means that only the winding’s average (or hottest spot) temperature and the cooling air 
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temperature on top of the winding are important and measurable. Obviously, if the measured 
cooling air temperature is not accessible, one can neglect the related node and thus the order 
(number of the outputs) of the thermal model will be reduced. As it can be seen from (8), 
thermal model needs one input for the load factor (K) and two outputs for the winding tempe-
rature (θw) and the cooling air temperature (θe). For more simplification in the thermal model, 
θw and θe are assumed to be temperature rises (absolute temperature - ambient temperature) 
instead of the absolute temperatures; this helps to remove the ambient temperature from the 
inputs and to simplify the model. 

Note that temperatures are presented in both sides of (8); so the thermal models must have 
dynamic behaviours. Additionally, the thermal parameters in this equation are temperature 
dependent and consequently, the thermal model must be able to model the nonlinear behaviour 
of this system. In order to achieve these goals, two models based on recurrent neural networks 
are introduced here.  

 
2.3.1. Elman recurrent networks (ELRN)  

ELRN is a partial recurrent artificial neural network and is a widely used model for dyna-
mic systems modeling. Previously, this network has been employed for temperature prediction 
in many different problems [18-24]. The ELRN is composed of input, hidden, context, and 
output layers (Fig. 2).  

 

 

Fig. 2. Structure of the ELRN 

 
The recurrent links in the context layer causes the ELRN to be sensitive to the output’s 

history; dynamic behaviour of the ELRN is provided only by these internal connections. In 
this research, different training processes were carried out and the optimal number of neurons 
in the hidden layer (5), type of transfer functions (‘logsig’ for the hidden layer and ‘purelin’ 
for the output layer), the number of epochs, and etc. have been determined using a trial and 
error process. The network has been trained using the Levenberg-Marquardt method. 

 
2.3.2. Nonlinear autoregressive model process with exogenous input (NARX) 

NARX is a powerful dynamic neural network for modeling nonlinear and time variant sy-
stems. Due to better gradient descent, the NARX learning process is more effective and con-
verges faster than in other artificial neural networks [28]. In modeling long time dependences, 
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the NARX model is better than other recurrent networks. The NARX networks can be imple-
mented in different ways. A simple way is to use a feed-forward network with delayed inputs 
in addition to a delayed output link to input (Fig. 3).  

A dynamic back-propagation method is required for learning purpose; training may be 
trapped in local optima. One can use the measured outputs instead of the estimated ones to 
train the NARX model; thus the feedback links are decoupled. The resultant neural network is 
a known feed-forward network that could be trained using the classical static back-propaga-
tion algorithm. But unfortunately, it was seen that this caused unsuitable results. 

In this research, the optimal number of neurons in the hidden layer (5), type of the transfer 
functions (‘logsig’ for hidden layer and ‘purelin’ for output layer), the number of iterations, 
and etc. have been determined using a trial and error process. The network has been trained 
using the Levenberg-Marquardt method. In this problem, it has been seen that there was no 
need for input delays and each output was delayed twice. 

 

 
Fig. 3. Structure of the NARX  

 
 

3. Reliability equations for dry-type transformer 
 
Insulation’s Life-time in a transformer depends on the winding’s temperature. To compute 

the life-time of a cast-resin dry-type transformer, IEC [9] and IEEE [10] standards proposed 
some equations. In this research, the expected life-time (L) and the failure rate (λ) of the cast-
resin dry-type transformer have been calculated using the following equations [15, 27]:  
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The failure rate in (10) depends upon the winding temperature rise and the ambient tempe-
rature. The winding temperature is also related to the transformer load. 

 
 

4. Temperature and life-time evaluation in a typical transformer  
 
In order to train the introduced neural network models, the load cycle of Figure 4 is ap-

plied to a typical 400 kVA, 20 KV/400 V transformer [15] and the temperatures of the wind-
ing and the cooling air on top of the enclosure [29] are gathered. 

 

Fig. 4. A Typical load cycle employed for training the neural network models 
 
Using the gathered experimental data, the ELRN and the NARX models have been trained. 

Figure 5 shows the training process of the ELRN and the NARX neural network models. From 
this figure, it can be seen that the NARX model is trained faster and has some better perfor-
mance comparing with the ELRN model. 
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In the following figures (Figs. 6-8), the predicted temperatures of the introduced neural 
network models are compared to the results extracted from traditional IEC and RC thermal 
models. The introduced neural network models are accurate in the thermal modeling of the 
cast-resin transformer. Note that these models need less information about the structure and 
the thermal behaviour of the cast-resin dry-type transformer. Unfortunately, the introduced 
models need gathering more experimental data for training rather than the traditional thermal 
models. The IEC simple thermal model is implemented easily, but it is not so accurate. The 
RC thermal model is accurate enough; but while the load variation is too high, the results may 
not be acceptable. It is seen that the introduced neural network based thermal models are 
rather more accurate thermal models than the traditional ones. They need no information about 
the system topology and its physical behaviour. But these thermal models need more gathered 
experimental data for training purpose. 

Finally, using the introduced thermal model, the reliability of the cast-resin transformer 
can be evaluated according to the load and the ambient temperature variations. Consider a ty-
pical operating condition as shown in Fig. 9. By applying the mentioned load and ambient 
temperature to the introduced thermal model, winding temperature has been predicted as 
shown in Fig. 10a. Using the predicted winding temperature, the reliability indices can be 
calculated from (9) and (10) as shown in Fig. 10b. 
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Fig. 6. Predicted winding temperature 

 
 

 

 
Fig. 7. Predicted cooling air temperature on top of the enclosure 
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(a)

 

 

 (b)

 

 

Fig. 8. Error of the predicted temperatures: a) ELRN; b) NARX 
 

 

(a) 

 

(b) 

 
Fig. 9. A typical operating condition: a) load factor; b) ambient temperature variations 

 
One can see that the life-time and the reliability indices of the cast-resin transformer are 

more sensitive to the load factor and the ambient temperatures while it is compared to the oil-
immersed types [9]. 
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(a) 

(b) 

 

Fig. 10. a) winding temperature; b) failure rate due to variations in load and ambient temperature 

 
It may be so interesting to analyse the effects of load and ambient temperature on the re-

liability of transformer separately. Fig. 11a shows the effect of load variation and Fig. 11b 
shows the effect of ambient temperature on the failure rate of the cast-resin dry-type trans-
former. 

 

(a)

  

(b)

  
Fig. 11. Transformer failure rate due a variation in: a) load; b) ambient temperature 
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5. Conclusions 
 
The analysis of the dynamic behaviour of the winding and cooling air temperatures is very 

important in the cast-resin dry-type transformers. Thus in this paper, new dynamic models 
based on ELRN and NARX neural networks were introduced for the cast-resin transformer 
thermal modeling. Using the gathered experimental data, the networks have been trained and 
with the help of additional measurements the accuracy of the thermal models are verified. As 
it has been presented in this paper, the introduced thermal models show a good performance in 
the dynamic thermal modeling of the cast-resin transformer.  

The IEC equation needs less information about the design parameters of transformer; but it 
is very simple and it is not an accurate thermal model. The RC thermal model that depends on 
the physical and actual structure of the transformer is accurate enough. Although the proposed 
ELRN and NARX models need more data gathering, but their accuracy is higher than the 
traditional IEC and RC thermal models and need less information about system characteristics. 
The NARX model has some better training speed when it is training by experimental data.  

Finally, by employing the trained and validated thermal models, the reliability indices are 
analysed. Variation in winding temperature affects the life-time and reliability of the cast-resin 
dry-type transformer. Some factors that have more effects on the temperature and reliability of 
the transformer are ambient temperature and load current. In comparison with the oil-im-
mersed types, the life-time of the cast-resin dry-type transformer is more sensitive to the load 
factor and the ambient temperatures. It was shown that the most serious effect is due to the 
load current but the ambient temperature also has considerable effects on the life-time of the 
cast-resin dry-type transformers.  
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Abstract: The paper presents three novel rotor design concepts for a three-phase electric 
controlled permanent magnet synchronous machine (ECPMS-machine) with hybrid exci-
tation. The influence of magnets and flux-barriers arrangement on the magnetic field dis-
tribution and field-weakening characteristics of the machine is examined, based on 
a three-dimensional finite element analysis (3D-FEA). Moreover, a prototype rotor de-
sign based on a new rotor concept with a good field-weakening capability is presented in 
detail. Finally, the experimental results of no-load back electromotive force (back-EMF) 
waveforms and field-weakening characteristics versus a control coil current of the ma-
chine are reported. 
Key words: experimental result, field-weakening, finite element analysis, hybrid excita-
tion, PM machine, rotor design 

 
 
 

1. Introduction 
 
At present, we are witnessing a continuing development of electrical machines used in 

variable-speed applications, such as wind turbines and automobiles. Numerous applications, 
such as the electric vehicle (EV) drive, require constant-voltage operation over a broad range 
of speeds. Depending on the operating conditions, the traction characteristics imply the use in 
two operation regions, namely: constant torque and constant power. An extended constant po-
wer range capability is crucial in reducing the power supply volt-ampere rating. Therefore, 
optimal applications for an EV drive for a hybrid electric vehicle (HEV), or a battery electric 
vehicle (BEV), should offer a field weakening potential of at least 1:4. It can be obtained, for 
instance, by connecting two kinds of excitation. Using machines with electromagnetic excita-
tion, the required operating mode is achieved by an appropriate reduction of the field exci-
tation current when the speed increases. In permanent magnet (PM) excited machines, cons-
tant excitation flux can only be controlled from the stator side by injecting the d-axis current. 
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It leads to an increase in winding losses and decreases efficiency of the entire drive system. In 
a hybrid excited PM machine (HEPM-machine), the extended constant power range is 
achieved by combining PM and electrical excitation. Thanks to an additional DC field ex-
citation winding, a direct adjustment of the magnetic flux of the HEPM-machine is imple-
mented. Various machine topologies with hybrid excitation have been described in literature, 
e.g. [1-5, 13]. 

The purpose of this paper is to explore three new rotor magnetic structure concepts for 
an Electric Controlled Permanent Magnet Synchronous machine (ECPMS-machine) with field 
weakening capability, which has been developed and widely tested in [6]. Furthermore, pre-
liminary PM arrangement optimization methods of extending the field-weakening capability 
and reducing the cogging torque of the machine have been proposed in [7]. 

 
 

2. Flux distribution in the ECPMS-machine  
 
The main features and properties of the ECPMS-machine shown in Fig. 1 derive from 

the use of a powder composite material mixture with an epoxy resin addition technology. 
The technology has been used to form a solid stator core and a rotor core with iron poles of 
the machine. As reported in [6], the implementation of this version of the machine allows to 
control the field excitation within the range of ±30% only. As a result, the speed of the ma-
chine is nearly doubled. 

In order to explore the magnetic structure and clearly understand the role of the additional 
field-excitation in the magnetic field distribution of the ECPMS-machine, a cross section of 
the machine, including a virtual view of the magnetic flux paths, have been presented in 
Fig. 1. It is important to note that some of the flux paths have only appeared within a field-
weakening region. 

 

 
Fig. 1. Cross-section of the ECPMS-machine and virtual view of magnetic flux paths 

 by weakening condition at IDC > 0 
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By neglecting the saturation effect and the magnet flux leakage of the machine, it can be 
assumed that a flux component generated by PMs (ΦPM/PM) crosses an air-gap over magnet 
pole N section in the radial direction and flows through a laminated stator 1. The main part of 
the flux ΦPM/PM is passed through a solid stator core in the axial direction and subsequently 
returned through an air-gap over the magnet pole S section to the magnet pole N section via 
a rotor core in the form of a flux ΦCC/PM. The remaining part of the flux ΦPM/PM passes through 
the stator core 1 and is returned to the magnet pole N section through the air-gap over the iron 
pole section in the form of a flux ΦIP/PM. 

When a current IDC of a control coil (CC) is injected, additional DC field excitation is 
achieved. In this case, the flux ΦCC passing through the control coil in the axial direction can 
be expressed as a combination of the flux ΦCC/PM generated by the PMs and the flux 

DCICC /Φ generated by the current IDC. The flux ΦCC is passed through a magnetic shaft and the 
rotor core in the axial direction and a significant portion of it returns to the air-gap of the 
machine, where it is divided into two components: flux DCIPM /Φ  crosses the air-gap over the 
magnet pole section and DCIIP /Φ  crosses the air-gap over the iron pole section. 

The remaining portion of the flux ΦCC creates a flux leakage, comprised of both axial and 
radial components. 

Neglecting armature effects and saturation, using the principle of flux superposition, the 
resulting air-gap fluxes, excited in the field-weakening region, can be decomposed into PM 
excitation and additional DC field excitation by the current IDC. The linear model of the re-
sulting air-gap flux over the magnet pole section ΦPM and the resulting flux over the iron pole 
section ΦIP can be expressed as: 

 
DCIPMPMPMPM // Φ+Φ=Φ , (1) 

 
DCIIPPMIPIP // Φ+Φ−=Φ . (2) 

It should be noted that, the design of a rotor magnetic circuit structure ECPMS-machine is 
crucial because of the field-weakening and flux leakage issues. The fixed additional DC field 
excitation, apart from the increase of the size of the machine also increases the leakage 
inductance of the control coil fixed on the stator. Hence, it is very important to determine the 
flux leakage of the machine particularly between no-load and under injected current of the 
control coil conditions. The linear model of the resultant control coil flux ΦCC and the axial 
flux leakage DCI/leakΦ  generated by the additional DC field excitation in the field-weakening 
region, can be defined as: 

 
DCICCPMCCCC p /// Φ+Φ=Φ , (3) 

 
DCDCDC IIPIPMCCI p ///leak / Φ−Φ−Φ=Φ , (4) 

where: ΦCC/PM is the control coil flux component created by PMs, DCICC /Φ  is the control coil 
flux component created by the additional DC field excitation by the current IDC, p is the 
number of pair of poles. 
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In order to show the principal change in the magnitude of fluxes from the additional DC 
field excitation, Fig. 2 presents the 2-D air-gap magnetic flux density distribution over 
a magnet and iron pole pitch. As illustrated in Fig. 2, it can be assumed that the polarity of 
the resulting flux over the iron pole section changes as a result of the addition field excitation 
by the current IDC > 0, in this case IDC = 2.0 A (2500 Ampere-turns). 

 

Fig. 2. Air-gap flux density distri-
bution  over  magnet  pole and iron 

pole pitch of the M1 model 

 
 The essence of increasing the flux linked with the stator phases is based on an equalization 
of fluxes passed through the magnet ΦPM and the iron pole ΦIP section. Therefore, rotor mag-
netic circuit structures for the ECPMS-machine should be developed, in which the additional 
DC field excitation strongly increases the iron pole flux ΦIP only, simultaneously maintaining 
the magnet pole flux ΦPM. This objective can be achieved by developing effective magnetic 
flux diverters in the rotor magnetic circuit of the machine. 

Fig. 3a shows the initial, previously presented, structure of the rotor ECPMS-machine with 
surface-mounted PM (M1), analyzed in detail in [12], as well as three new rotor design con-
cepts (M2-M4) for the machine. It should be noted that, in all cases, the machine has the paral-
lel hybrid excitation system. 

In the M2 model, the magnet poles are formed by quadrant-cylinder PMs and they are 
placed alternately between the iron poles. Due to the relatively high reluctance of the large 
volume quadrant-cylinder magnet, a natural path for leading flux through the ferromagnetic 
iron poles is formed. As a result, a substantial portion of the flux DCICC /Φ  component created 
by the control coil current can be diverted into the iron pole section. Thus, it can be assumed 
that the magnetic flux passing through the iron pole ΦIP can be effectively regulated by the 
additional DC field excitation. 

In the M3 model, each magnet pole is formed by a single surface-mounted PM and two 
magnets locked in radially arranged holes. The holes also serve as radial flux barriers (RFB). 
A single embedded flux barrier (EFB) is located below the RFBs. 

In the M4 model, the magnet pole is formed by two embedded PMs and two magnets are 
locked in the RFBs. Similarly to the M3 model, a single EFB is formed in each iron pole 
section. 
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Fig. 3. Rotor design concepts for the ECPMS-machine (a); 2-D air-gap flux density distribution  

in the M1-M4 models at three field excitation levels (b), in comparison 
 
 

3. Influence of the arrangement of magnets and flux barriers 
 on ECPMS-machine flux control 

 
In order to examine the influence of magnet type, shape, orientation, grouping and flux 

barrier arrangement for an ECPMS-machine on the field control capability, a 3-D FEA was 
carried out. The main goal of this investigation was to determine the field-weakening capa-
bility of the machine and to verify the equations that had been developed previously. This 
time, the nonlinear magnetization curve (B-H curve) was taken into account. 

During the design and analysis of the saturation effect on the field control of the machine, 
it was assumed that an NdFeB-type permanent magnet (N38SH-type) would be used in the 
M1, M3 and M4 models. In the M2 model, a ferrite magnet (F30) has been used in order to 
avoid the saturation effects caused by the considerable size of the quadrant-cylinder magnet. 

Fig. 3b shows the 2-D air-gap flux density distribution in all models at three different field 
excitation levels: field-weakening at IDC = 2.0A, a field without additional excitation at 
IDC = 0, and, additionally, field-strengthening at IDC = !2.0 A. As seen in Fig. 3(b), the air-gap 
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flux density waveforms and their changes are different for all models. Moreover, it can be 
observed that a particularly effective increase of the flux DCIIP /Φ  crossing the air-gap over the 
iron pole is noticeable in the M2 and M4 models. In order to clearly determine the effect of 
flux changes of the machine, a PM pole growth flux ratio ΔΦPM and an iron pole growth flux 
ratio ΔΦIP were determined. In this case, the growth flux ratio means a ratio of fluxes passed 
through the magnet pole/iron pole at IDC = 2.0 A (field-weakening) to fluxes passed through 
the magnet pole/iron pole without the additional excitation (at IDC = 0). 3D-FEA results of 
the mean values of the air-gap flux density over the PM pole (BPM ) and the iron pole (BIP) 
with fluxes ΦPM and ΦIP of the ECPMS-machine for all models were listed in Table 1. 

 
Table 1. 3D-FEA results of the ECPMS-machine for the models M1-M4 

Model M1 M2 M3 M4 
IDC (A) 0 2 0 2 0 2 0 2 
BIP (T) !0.02 0.46 !0.01 0.5 !0.02 0.53 !0.01 0.5 
BPM (T) 0.49 0.59 0.3 0.38 0.36 0.49 0.31 0.43 
ФIP (mWb) !0.05 1.6 !0.03 1.7 !0.05 1.8 !0.05 1.7 
ФPM (mWb) 1.6 2.0 0.98 1.2 1.2 1.7 1.1 1.5 

 
Moreover, the simulation results in Fig. 4 show an assessment of the effectiveness of field 

weakening and the values of determinants of the growth flux ratio ΔΦPM, ΔΦIP, as well as 
the control coil axial flux leakage DCI/leakΦ , in comparison. 

 

Fig. 4. Flux ratios: ΔΦPM, ΔΦIP, and 
the  control  coil   axial  flux  leakage 

DCI/leakΦ for the M1-M4 models 

 
Fig. 5 shows the 3D-FEA results of a no-load output voltage E0 (Vrms) versus the control 

coil current for the load current IDC in the range of 0-2.0 A, which has been determined for the 
models M1-M4. These characteristics show that the excellent field-weakening capability of 
the machine is achieved in the rotor based on the M2 model. However, in this case, a low 
power density ratio occurs. Simulation results demonstrate that a good field-weakening feature 
is also obtained in the M4 model. Taking into account the technical feasibility of the rotor, it 
has been decided that the next work will focus on experimental validation of the ECPMS-
machine with a rotor prototype based on the M4 model. 

In this case, in order to perform an FEA, a three-dimensional meshed model of M4 
(Fig. 6), containing approximately 395 000 nodes, was developed, using the commercial 
Flux3D v.10.4.2 software package by Cedrat Ltd. 
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Fig. 5. No-load output terminal voltage 
E0  versus  the  control  coil  current IDC 

characteristic 

 
It should be noted that, due to the complexity of the machines’ geometry, and its lack of 

symmetry, FEA computing time is long and costly. For instance, a single step to compute the 
half-period of the back-EMF waveform might take anywhere between 20 and 60 hours using  
a standard PC computer platform based on an Intel Core i7 processor. FEA computing time 
strongly depends on the saturation level of the machine and it is rapidly increased while the 
control coil current is increasing. For this reason, the research on the development of a simpli-
fied reluctance equivalent circuit of the machine for design purposes was independently con-
ducted by the author in [14]. 

 
 
 
 
 
 
 
 
 
Furthermore, in order to showcase the complexity of the problem, Fig. 7 shows the 3-D 

distribution of the magnetic field in the active magnetic parts of the model without the control 
coil current IDC at no-load conditions (Fig. 7a), and at a nominal stator current IsN (Fig. 7b). 

 

Fig. 7. Magnetic field distribution of the M4 model at IDC = 0; no-load Is = 0 (a) and nominal Is = IsN (b) 
stator current conditions 

Fig. 6. Meshed 3-D model of M4 
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Table 2 lists FEA predictions of a PM flux linked ΨPM and inductances of the M4 model. 
 

Table 2. Magnetic parameters of the M4 model  

Value Unit
PM flux linkage, Ψm, 122.6 mWb
d-axes inductance, Ld 4.4 mH
q-axes inductance Lq 5.5 mH

 
The parameters are performed to analyze and predict the electromagnetic torque-position 

characteristic of the machine. The electromagnetic torque Te based on voltage and flux equa-
tions of the ECPMS-machine [6] is written as: 

 [ ]qdqdqDCDCqPMe iiLLiiMipT )(Ψ
2
3 −++= , (5) 

where: iq, id are the q-axis and d-axis currents respectively, MDC is the DC control coil mutual 
inductance. 

Fig. 8 presents the results of analytical and FEA predictions of static torque-position cha-
racteristics obtained at nominal current of stator winding condition IsN = 30 A DC for phase A 
and 15 A DC for phase B and C, and without the control coil current IDC = 0. 

The characteristics reveal that a relatively small reluctance torque (Trel) is achieved, as 
the product of the difference of inductances (Ld – Lq) and id and iq currents, in comparison with 
a PM torque (TPM), as the product of the flux linkage Ψm by the PMs and iq current. In this 
case, the PM torque remains the main torque of the machine. However, this causes that, in 
the low/high-operation range, the effectiveness of increasing/decreasing the air-gap flux link-
age Ψm will be closely linked to the DC field strengthening/weakening capabilities of the ma-
chine. 

Moreover, Fig. 8 shows that the electromagnetic torque Te FEA obtained by FEA predictions 
and the electromagnetic torque Te insignificantly differ from each other due to a cogging 
torque characteristic (Fig. 9), which is neglected in the analytical model. 

 

 

Fig. 8. Torque characteristics at nominal 
armature current IsN = 30 A, IDC = 0 

Fig. 9. Cogging torques vs. rotor position for 10 mech. 
deg. (60 el. deg.) at no-load condition Is = 0, IDC = 0 
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Fig. 10 shows FEA predictions of the torque-position characteristics at full-load con-
ditions, while Fig. 11 shows the predicted performance (range of speed and torque) of the ma-
chine, estimated based on the FEA and analytical model results. In these studies, a maximum 
power supply voltage of 300 V, a stator current Is up to 30 A, and a maximal control coil cur-
rent IDC up to ±5 A were assumed. 

 

 

Fig. 10. Torques vs. rotor position at full-load 
armature current 1-3·IsN without the control coil

current IDC = 0 

Fig. 11. The predicted operation region  
of the ECPMS-machine 

 
 
 

4. Experimental results 
 
Fig. 12(a) shows a sketch of a rotor magnetic structure based on the M4 model with a dis-

tinctive multiple flux barrier arrangement. Three types of flux barriers have been developed. 
The first one is a single flux barrier (SFB), located at the air-gap over the magnet pole section. 
The second type is an embedded flux barrier (EFB), located inside the rotor laminations. The 
third one is a radial flux barrier (RFB), which is radially formed and located inside the rotor 
magnetic structure. 

The primary design data and guidelines for a machine prototype are presented in Table 3. 
 

Table 3. Machine design requirements and assumption 

Parameter Value Unit
Rotor outer diameter, Dr 163.0 mm
Stator stack length, ls 2 × 80.0 mm
Air-gap length, lg 0.5 mm
Maximal speed, nmax 8000 min-1

Maximal control coil current, IDC ± 5.0 A
Voltage reduction ratio, ΔU0 1:4 at least –
Nominal stator current, IsN 30.0 A (rms) 
Stator phase resistance, Rs 0.2 Ω
Pair-poles, p 6 –
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The assembled rotor prototype for the ECPMS-machine and its one part of laminations 
with the view of PMs are illustrated in Fig. 12(b). The lamination material used in the rotor 
prototype was a 0.5 mm-thick steel sheet of M400-50A-C3. The PMs (N38SH) have a re-
manent flux density of 1.23 T and coercive force of 907 kA/m. The PMs are inserted into two 
EFB and two RFB barriers. One open EFB barrier (without PM) is located closest to the axis 
of the machine. 

 

 
Fig. 12. A sketch of the rotor magnetic structure (a) and the assembled rotor (b) 

 
In order to ensure the effectiveness of the flux ΦIP crossing the air-gap under the limitation 

of the iron pole section, experiments testing the back-EMF waveforms at different values of 
the control coil current IDC have been carried out. Fig. 13 shows the back-EMF waveforms ob-
tained at a constant speed of 1000 rpm and at IDC in the range from !5 to 6 A. Moreover, 
based on these results, a no-load output terminal voltage E0 (Vrms) versus IDC characteristic has 
been presented in Fig. 14. 

 

Fig. 13. Back-EMF waveforms 
under different control coil cur-
rent  IDC  at   1000  rpm  constant 

speed 

 
The presented results show an effective capability of magnetic field control for the 

ECPMS-machine based on the new rotor design. As presented, the voltage E0 is effectively 
decreased from 53.0 to 12.0 Vrms for the loading control coil current range from 0 to 5.0 A. 
Moreover, Fig. 14 shows a no-load output voltage reduction ratio ΔE0 that is determined by 
the ratio between the no-load output voltage without the additional excitation and the voltage 
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induced at the field-weakening region. In this case, ΔE0 = 4 is successfully obtained at 
IDC = 4.8 A. This result is similar to the FEA predictions (for the M4 model) shown in Fig. 5. 

 

Fig. 14. No-load output terminal 
voltage E0 vs.  the  control  coil cur- 
rent IDC characteristic at 1000 rpm 

 
 

5. Conclusions 
 
The purpose of the paper was to explore the magnetic structure of the modified ECPMS-

machine and indicate novel rotor designs for the machine with high field weakening capa-
bility. Four different rotor designs have been discussed, including three new rotor concepts for 
the machine. Based on the 3-D FEA results, field-weakening features for all topologies have 
been presented. Moreover, the analysis has demonstrated that the proposed rotor machine con-
figurations allow to control the flux in the air-gap without significantly affecting the magne-
tization characteristics of PMs. Particular attention has been paid to a rotor design concept 
based on the M4 model with flux barriers in the rotor magnetic structure. Furthermore, a pro-
totype of the ECPMS-machine with a new rotor concept has been successfully tested. For this 
rotor design, the influence of magnets and flux barriers arrangement on controlling field ex-
citation has been examined. The experiment results have shown that the field-weakening ratio 
equal to 4:1 is effectively obtained in the prototype of the machine, which implies its great 
application potential in the development of new BEV technology. 
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Abstract: This paper presents the mathematical model of a single-phase multi-winding 
core type transformer taking into account magnetic hysteresis phenomenon based on the 
feedback Preisach model (FPM). The set of loop differential equations was developed for 
a K-th winding transformer model where the flux linkages of each winding includes flux 
Φ common to all windings as a function of magneto motive force Θ of all windings. The 
first purpose of this paper is to implement a hysteresis nonlinearity involved in the Φ(Θ) 
function which also accounts residual magnetic flux. The second purpose of this paper is 
experimental validation of the developed transformer model in a capacitor discharge test 
and several different values of residual magnetic flux. 
Key words: single-phase transformer, magnetic flux common, magneto motive force, 
magnetic hysteresis, residual magnetic flux, capacitor discharge test 

 
 
 

1. Introduction 
 

One of many consequences of the magnetic hysteresis is the possibility of occurrence of 
residual magnetic flux density in the core of the transformer, whose value depends on several 
factors [1]: the magnetic properties of the core, the power factor at the time of shutdown of the 
transformer, the winding connections, etc. The existence of residual flux may be significant to 
the maximum value of the inrush current of the transformer and contribute to the undesirable 
effects of protection systems installed in the power system [2-4]. Effects of inrush currents are 
somewhat limited by the use of appropriate reactors and protection systems with time-lag 
characteristics. However, studies are carried out on the use of active control systems of the 
moment of a switching transformer, including the residual flux in the core [2, 5] to limit the 
inrush current. Accurate determination of the residual flux is a relatively difficult issue be-
cause it requires consideration of the hysteresis phenomenon and the eddy currents in the core. 
The accurate methods to prediction of the residual flux and inrush current of transformer 
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circuits are therefore needed. It is expected that in this prediction method accurate mathema-
tical circuit models of the transformers can be useful. 

In this paper a single-phase multi-winding transformer with core type of construction is 
studied taking into account the hysteresis phenomenon of magnetic material and residual mag-
netic flux. Multi-winding transformers are used in central stations, power trains, and electronic 
devices. They enable to supply several circuits with different voltage and power level from  
a single source through a single physical device.  

An arrangement of windings and iron core geometry of the considered transformer in cross 
section is shown in Fig. 1. This transformer has the tape wound core made by wrapping thin 
long grain oriented silicon steel strip around an appropriate path. The number of windings and 
arrangement of particular coils corresponds to a transformer used frequently in electric trac-
tion [6]. The coils denoted P2 and P4 are two sections of the primary traction winding. The 
coils denoted P1 and P3, connected in series inside the transformer, form a single section 
referred to as the primary auxiliary winding. The coils labeled T1 and T2, not connected inside 
the transformer, form two sections of the traction secondary windings. The coils S1 and S2, 
connected in series inside the transformer, are the auxiliary secondary winding. 

Modeling of traction transformers is very important for simulations and analysis of tran-
sient states in power trains. The exact circuit parameters are needed for proper control strategy 
of drive systems [7] and for diagnosis purposes [8]. The key point of the transformer modeling 
is the representation of nonlinear magnetization and hysteresis of the iron core. 

 

 
Fig. 1. Isometric view of cross section of the considered transformer and arrangement of its primary P1, 

P2, P3, P4 windings and secondary S1, S2, T1, T2 windings 
 
 

2. Macroscopic models of magnetic hysteresis 
 
Several efforts to model magnetic hysteresis have been reported until now. Among many 

models proposed so far, the hysteresis model based on Preisach’s theory [9] and the Jiles-
Atherton model [11] are proposed for accurate modeling and prediction of the magnetic 
characteristics. The Preisach model (PM) and Jiles-Atherton (J-A) model are classified into 
so-called macroscopic models of hysteresis [12]. 
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In the J-A model the total magnetization in the magnetic material has two components – 
reversible and irreversible. The J-A model can be used in analysis of coupled electromagnetic 
and thermal phenomena in the transformers [13]. It was reported in [14] that the J-M model 
has been successfully utilized to simulate of coupled electromagnetic, fluid dynamic and mo-
tion phenomena. This model can be used in FEM calculations [15] and recently, an algorithm 
and computer code was presented [16] to effectively determine several parameters of the J-A 
model. 

In the PM the double integral of the Preisach distribution function μ(α, β) is involved to 
find usually magnetic flux density B as the function of the magnetic field intensity H. The 
induction B depends not only on the magnetic field but also on the history of magnetization of 
the material. The PM had been initially utilized in the field of magnetism but its mathematical 
generality suggested implementation of this model in many areas of science. A pure mathe-
matical form of the PM separated from its physical meaning was proposed by Krasnosel’skii 
[17]. This approach was further developed by Mayergoyz [18] for determining the conditions 
for the representations of the hysteresis nonlinearities and generalization of the PM.  

Nowadays there are several generalizations of the original classical PM in other to improve 
its ability to represent complex experimental results. One possible solution to gain more ac-
curacy for the representation of hysteresis nonlinearity is to use the so-called feedback 
Preisach model [19, 20]. Description of most modifications of classical PM (generalized PM, 
moving PM, dynamic PM, vector PM) can be find in paper [21]. Many recent enhancements 
to the classical PM also allow simulation of coupled electromagnetic and thermal phenomena 
in magnetic materials. The PM has been used in this paper to simulate hysteresis effects in  
a single-phase transformer. 

Experimental and simulation studies of the influence of the residual magnetic flux on the 
value of inrush current are rarely published and selected results are given in [3, 4, 22, 23]. 
In [3] and [4] lack a comparison of simulation results with experimental results, which do not 
allow to validate the models of hysteresis. In [22] the simplified model of the transformer was 
used, which does not take into account classical eddy current losses and anomalous losses. 
In [23] the components of classical and anomalous losses are included and show relatively 
good agreement between the results of simulation and experiment. However, in this hysteresis 
model, the shape of the small loops is deduced from the relevant geometric transformation of 
the rising and falling curve of the main hysteresis loop, which cannot be proven on the basis of 
the macroscopic model. 

Two main objectives were formulated in this paper. The first objective concerned the deve-
lopment of a circuit model of the single-phase multi-winding transformer coupled with a gene-
ralized scalar Preisach hysteresis model. Equivalent circuit model of the transformer is deve-
loped in terms of the common magnetic flux Φc as function of ampere-turns Θ of all coils. In 
this paper hysteresis nonlinearity is involved in Φc(Θ) expression. The new Preisach distri-
bution function μ(α,β) is proposed [24] as an analytical formula approximated by functional 
series. A hysteresis model with a feedback function as the third order polynomial is assumed 
in order to gain accuracy of the transformer model. The model also takes into account the 
equivalent circuit representing the classical and anomalous eddy current losses. 
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The second objective concerned the simulations of the inrush current at different values of 
residual magnetic flux. The study of the transient state was based on the capacitor discharge 
through the primary windings at a predetermined value and sign of the residual magnetic flux 
in the core. This approach has provided a very good repeatability of the transient states, in-
dependent of the switch actuation time and physical phenomena on its contacts. Finally the 
simulation results predicted by the model have been successfully verified by experiments. 

 
 

3. Transformer equivalent circuit 
 
A schematic representation of the considered transformer with K-windings and their 

associated terminal voltages and the assumed current directions is shown in Fig. 2. For the 
transformer with K = 8 windings operating in a power train, primary traction P1, P2, P3, 
and P4 coils (in parallel connection) are energized from a single AC voltage source. Secon-
dary T1, T2, S1, and S2 coils are connected to power converters. 

The set of loop differential equations of K – winding transformer model is expressed in 
matrix form as: 
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d
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where: u = [u1, u2,..., uK,]T is the vector of terminal voltages, i = [i1, i2,..., iK,]T is the vector of 
winding currents and Ψ(i) = [Ψ1(i), Ψ2(i),..., ΨΚ(i)]T is the vector including the flux linkages 
in each winding. 

 

Fig. 2. Schematic representation of a single-phase 
and eight winding transformer: P1, P2, P3, and P4 
–  coils  of primary winding (connected in parallel), 

T1, T2, S1, S2 – secondary windings 

 
The time rate of change of Ψ can be represented as: 
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where Ld (i) is the matrix of self and mutual dynamic inductances. 
Recognizing that there is a flux common to all windings, the flux linkages of the k-th 

winding can be expressed by [25, 26]: 

 ,,...,2,1,,))(()(
1

,,σ KnkiLN
K

n
nnkckk =+ΘΦ=Ψ ∑

=

ii  (3) 

where Φc is the flux common to all windings, Nk is the number of turns of the k-th winding, 
Lσ,k,n is the leakage inductance resulting from the existence of the leakage flux in the coil k due 
to the flux generated by the current in the coil n, Θ is the total ampere turns of all windings 
defined by: 

 KK iNiNiN +++=Θ ,...)( 2211i . (4) 

In this paper the relationship Φc (Θ) accounts for nonlinear magnetic properties of the iron 
core and hysteresis effect.  

 
 

4. The feedback hysteresis model 
 
In the classical Preisach model a ferromagnetic material is made up of infinite set of mag-

netic dipoles (hysteresis operator), each having magnetic characteristics with two separate, 
randomly distributed properties α, β as shown in Fig. 3. Each operator has a rectangular hy-
steresis loop and is defined as mathematical operator γα β (H) that can assume only two values, 
+1 (positively switched) and –1 (negatively switched). 

 

 
Fig. 3. Rectangular loop of elementary hysteresis operator 

 
The relationship between magnetic field intensity H and flux density B in the classical 

Preisach model is expressed in the integral form as: 

 ∫∫
β≥α

αβ βαγβαμ= dd)(),( HB , (5) 
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where μ(α,β) is a finite weight function having nonzero values within the limits of a major 
hysteresis loop. The term μ(α, β) is also called the Preisach distribution function and can be 
regarded as a material constant. The weight function μ(α, β) can be also treated as a probabil-
ity density function where μ(α, β)dαdβ equals the probability that a randomly selected operator 
has a rectangular loop (α, β). In the feedback Preisach model (FPM) the positive switching 
field α is replaced by α + Hf (B) and the negative switching field β is replaced by β + Hf (B) in 
Eq. (5). 

In this paper the hysteresis nonlinearity is proposed to be involved in Φc (Θ) expression. 
Hence, a block diagram representing the proposed hysteresis model taking into account Φc (Θ) 
term is shown in Fig. 4. 

 

 
Fig. 4. Block diagram of the feedback hysteresis model 

 
The upper rectangle shown in Fig. 4 represents the classical Preisach transducer [18]. The 

lower rectangle in feedback loop represents the contribution term Θf (Φc) to the effective mag-
netomotive force Θm (t) = Θ(t) + Θf (Φc) acting on elementary hysteresis operators. Hence, the 
scalar feedback Preisach model (FPM) is formulated by the following formula: 

 
[ ] [ ]
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where the ρ(α, β, Θ(Φc)) is the so called Preisach distribution function (PDF), which in this 
model also depends on the common flux Φc by a feedback relationship, γα, β (Θ) describes the 
rectangular loop of elementary hysteresis operators. 

Application of the FPM in a circuit simulation requires determination of ρ(α, β, Θ(Φc)) 
and Θf  (Φc) functions. An analytical approach for determination of feedback field contribution 
for Hf (B) function is proposed in [27]. However this approach is applicable only for relatively 
small feedback factors. A complete parameter identification procedure of FPM is proposed 
in [28]. In this procedure however a linear feedback function is assumed and it may be ap-
plicable to some materials only. In [29] the nonlinear feedback function Hf (B) is taken into 
account and the factorisation property of the function μ (α, β) is assumed. However this is 
simplifying assumption and can be usable for a given class of magnetic materials. 

In this paper a functional series of two-dimensional Gauss expressions to approximate the 
PDF is proposed [24] as: 
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where An, Sx,n, and Sy,n are constant parameters. 
A feedback function is proposed to be the third order polynomial: 

 ,)( 3
31 cccf KK Φ+Φ=Φθ  (8) 

where K1 and K3 are constant parameters. 
 
 

5. Parameter identification of the feedback Preisach model 
 
Identification of the FPM requires determination of An, Sx,n, Sy,n, K1, and K3 parameters by 

means of a convenient set of measured data. Measurements were carried out on a single-phase 
and eight-winding transformer (Fig. 5). The apparent power of P2, P4, T1, and T2 coils is 
6.4 kVA, with a rated voltage of 230 V. The apparent power of P1, P3, S1, and S2 coils is 
3.2 kVA, with a rated voltage of 115 V. Rated currents of all coils are the same – 28 A. The 
iron core of the tested transformer is made with a grain oriented silicon steel strip of ET114-
27 type. Thickness of the strip is equal to 0.27 mm. 

 

 
Fig. 5. Single-phase tested transformer with eight windings as part of experimental setup 

 for measurements of hysteresis loops 
 
The magnetizing windings were energized by laboratory power supply of PS 8000 DT type 

(Elektro-Automatik GmbH) controlled by a function generator of AFG3011 type (Tektronix, 
Inc.). The hysteresis Φc (Θ) characteristics of the tested transformer are calculated from the set 
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of measured voltages and currents [30, 31]. The flux density is obtained by numerical integra-
tion of the voltage induced in the measurement coil. The core was demagnetized before 
measurements. Measurements have been done under slow time varying excitation current. The 
frequency equal to 0.020 Hz for the major loop was applied in order to reduce the dynamic 
effects in magnetic material. 

For determinations of An, Sx, n, Sy, n, K1, and K3 parameters the Levenberg-Marquardt opti-
mization algorithm [32] was used. Only initial and limiting descending Φc (Θ) curves were 
utilized for calculation of these parameters. Parameter values of the FPM obtained from the 
identification procedure are shown in Table 1. 

 
Table 1. Parameter values of the FPM – unit of Sx, and Sy is ampere 

Sx, 1 Sx, 2 Sx, 3 Sy, 1 Sy, 2 Sy, 3 A1 A2 A3 
14.3 99.8 1770 29.3 34.5 16.74 0.024 0.013 0.030 

 
The value of K1 = 720 and K3 = −25.9E+06. A surface plot of the PDF of the tested trans-

former core is shown in Fig. 6. 
 

 
Fig. 6. Surface plot of the PDF of the tested transformer core 

 
 
 

6. Experimental and simulation results of magnetic hysteresis 
 
As an example, the FPM has been applied for representation of some symmetrical major 

loops at different total ampere-turns Θ. Fig. 7 shows the simulated symmetrical major loop 
compared with the experimental one at the range of ampere turns from 0 to 2600 A. In Fig. 8 
the same simulated and measured downward and upward trajectories are shown at the range of 
ampere turns from 0 to 250 A. Differences between measured and simulated hysteresis loops 
are relatively small. 
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Fig. 7. Simulated and measured trajectories 
of symmetrical major hysteresis loops – veri- 

fication of applied model 

Fig. 8. Simulated and measured parts of symmet-
rical major hysteresis loops – verification of applied 
model at the range of ampere turns from 0 to 250 A 

 
 

7. Circuit simulations of transformer 
 coupled with the feedback hysteresis model 

 
In this chapter, simulations taking into account the hysteresis model are performed for the 

tested transformer, described in chapter 4 (Fig. 5). In order to demonstrate the hysteresis effect 
in inrush current the capacitor discharge test at no-load transformer operation is assumed. An 
equivalent circuit of the transformer at considered test is shown in Fig. 9. The schematic ar-
rangement of core and primary windings for this test is shown in Fig. 1. 

 

 
Fig. 9. Equivalent circuit of the considered transformer supplied from voltage source at no load operation 

 
The primary windings (P1 + P3, P2, P4) are energized from the capacitor having capa-

citance C0 with the initial charge q0. A single equivalent circuit EH for modeling eddy current 
losses and an additional loss component (excess loss) is assumed. The rest of particular sym-
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bols are as follows: Ψ1 is the flux linkage of P2 winding; Ψ2 is the flux linkage of P4 winding; 
Ψ3 is the flux linkage of P1 winding; Ψ4 is the flux linkage of P3 winning; Ψ5 is the flux lin-
kage of the equivalent loop representing eddy currents and excess losses; R1 is the resistance 
of P2 winding; R2 is the resistance of P4 winding; R3 is the resistance of P1 winding; R4 is the 
resistance of P3 winding; R5 is the resistance of equivalent loop representing eddy currents 
and excess losses. 

Mathematical description of the equivalent circuit shown in Fig. 9 that takes into account 
all magnetic couplings between the transformer windings has the following general form: 
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where the matrix of dynamic inductances Ld, the matrix of resistances R, and the matrix of 
constraints Cu are defined as follows: 
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The matrix of constraints establishes a relation between the so called non-generalized 
coordinates (set of currents – i1, i2, i3, i4, i5) and generalized coordinates (set of loop currents  
– io,1, io,2, io,3, io,4) included in vector io. The relation between these coordinates is given by: 
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Assuming that there is a flux common to all P2, P4, P1, and P3 windings, the matrix of 
dynamic inductances is expressed by: 
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where N1 = 190 is the number of turns of P2 winding, N2 = 190 is the number of turns of P4 
winding, N3 = 95 is the number of turns of P1 winding, and N4 = 95 is the number of turns of 
P3 winding. 
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The matrix of leakage inductances of the considered transformer was defined by Wilk [26] 
for which the numerical values given in Henrys are: 
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The resistances of the considered transformer are as follows (given in Ohms): R1 = 0.347; 
R2 = 0.347; R3 = 0.201; R4 = 0.201; R5 = 5490. The procedure for the determination of the value 
of R5 was reported in [33]. 

In this model the relationship Φc(Θ) that accounts for nonlinear magnetic properties of the 
iron core and hysteresis effect given by Eqs. (6), (7), and (8) is implemented. 

 
 

8. Measurements and simulation results 
 
Experimental studies consisted of the discharge of the capacitor through the primary wind-

ing at several different values of the residual magnetic flux. The use of a capacitor as a power 
source has provided a relatively high repeatability of the measured transient states independent 
of the moment of switching and the phenomena at the terminals of the connector [33]. The 
measurement results of inrush currents are shown in Fig. 10 and the simulation results of 
inrush currents are shown in Fig. 11. All measurements and simulations were performed at the 
capacitor C0 charged to a voltage of 200 V. 

 

 

Fig. 10. The results of measurements of the transi-
ent state of the magnetizing current ip, at the differ-

ent values of residual magnetic flux 

Fig. 11. The results of simulation of the transient 
state of the magnetizing current ip, at the different 

values of residual magnetic flux 
 
The results are given for three different residual magnetic flux values Φr = 5.28 mWb, 

Φr = 0 mWb, and Φr = –5.28 mWb. A positive value of Φr means that the initial magnetic field 
direction excited by current ip is consistent with the direction of residual magnetic flux density 
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Br. In the case of negative values of Φr, the initial direction of the magnetic field excited by 
current ip is opposite. 

The differences between measurements and simulations are relatively small. The differen-
ces between the waveforms of the exciting currents can be reduced by using nonlinear resis-
tance R5 in the equivalent loop. 

 
 

9. Conclusions 
 
In this paper the ability of the scalar feedback Preisach model to predict hysteretic beha-

viour between the common flux Φc and the total ampere turns Θ in the singe-phase and multi-
winding transformer was implemented. The numerical implementation of the applied model is 
based on the new analytical distribution function ρ (α, β) defined as the functional series of 
two-dimensional Gauss expressions. The feedback function is represented by the third order 
polynomial. Hysteresis model is coupled with circuit model of the transformer. 

Simulation of the free oscillation waveform in a capacitor discharge test is a relatively cri-
tical test of the model. The amplitude of the subsequent oscillations are properly modelled and 
correspond to the value obtained in the measurements. Good agreement between the phase 
relationship of simulation and measurement results is also important. This proves the correct 
approach of classical and anomalous losses in the transformer model. The simulation results 
indicate the usefulness of the applied circuit modeling methodology for the simulation of the 
transformer systems in a transient state, taking into account magnetic hysteresis and re-
manence. 
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Abstract: This paper proposes a novel linear quadratic regulator (LQR) weight selection 
algorithm by synthesizing the algebraic Riccati equation (ARE) with the Lagrange multi-
plier method for command following applications of a 2 degree of freedom (DoF) torsion 
system. The optimal performance of LQR greatly depends on the elements of weighting 
matrices Q and R. However, normally these weighting matrices are chosen by a trial and 
error approach which is not only time consuming but cumbersome. Hence, to address this 
issue, blending the design criteria in time domain with the ARE, we put forward an alge-
braic weight selection algorithm, which makes the LQR design both simple and modular. 
Moreover, to estimate the velocity of a servo angle, a high gain observer (HGO) is de-
signed and integrated with the LQR control scheme. The efficacy of the proposed control 
scheme is tested on a benchmark 2 DoF torsion system for a trajectory tracking applica-
tion. Both the steady state and dynamic characteristics of the proposed controller are 
assessed. The experimental results accentuate that the proposed HGO based LQR scheme 
can guarantee the system to attain the design requirements with minimal vibrations and 
tracking errors. 
Key words: ARE, high gain observer, LQR, Q and R matrices, 2 DoF torsion system, 
trajectory tacking 

 
 
 
 

1. Introduction 
 
Due to their inherent stability and robustness characteristics, Linear Quadratic Regulator,  

a cornerstone of Model Predictive Control and Linear Quadratic Guassian/Loop Transfer Re-
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covery (LQG/LTR) Control, finds its applications in many of the engineering and scientific 
domains [1-2]. The LQR technique is a structured control technique, which can be easily ex-
tended to a multi variable system. Moreover, minimizing the quadratic cost function which 
integrates both states and inputs of the system via penalty matrices, LQR offers an optimal 
response between speed of response and amount of control input. In the last few decades, 
several results on LQR: hybrid LQR [3], fuzzy LQR [4], switched LQR [5], to name a few, 
have been reported in the literature. Moreover, LQR has been successfully applied for a large 
number of complex systems namely, a double inverted pendulum [6], fuel cell systems [6], 
and aircraft [7].  

However, two major challenges of the LQR design have been the subject of investigation 
in the last five decades: the choice of Q and R weighting matrices, and the solution of ARE. 
Both the tasks are known to be highly dependent on the dynamic order of the system and cer-
tain operational condition. Since the optimal performance of LQR largely depends on weight-
ing matrices, several results have been reported on optimal selection of Q and R matrices. 
Sunar and Rao [9], initializing the design variable as diagonal entries of Q and R matrices, 
proposed a methodology for selecting the state and input matrices of LQR applied to inte-
grated structure design. To save the computational cost with minimal loss in accuracy, they 
used a substructure decomposition technique. Ohta et al. [10], as an alternate approach, inves-
tigated the inverse problem of the LQR controller for a single input system. As a simulation 
study on a roll autopilot system, they proved that the performance of LQR could be improved 
if negative diagonal state weights were used in the performance index. Ochi and Kani [11] put 
forward a new way of placing the LQR poles by solving the differential equations obtained 
from the Hamilton matrix. Even though this method guarantees that the poles can be located 
exactly at the desired positions, it does not assure the positive definiteness of the weighting 
matrix. Moreover, the method does not consider the eigen vector assignment problem and is 
computationally expensive. Based on the asymptotic modal properties of multivariable LQ 
regulators, Hiroe et al. [12] proposed a zero addition decoupling (ZED) method, to select the 
weights of the LQ regulator. The validity of the ZED method was demonstrated on a de-
coupleing control of an industrial turbine. Choi and Seo [13] presented a new LQR design 
technique which has the capability to assign not only the eigen values to the desired location 
but eigen vectors in the least square sense. Moreover, this method can also guarantee the 
frequency domain characteristics of conventional LQR. Ang et al. [14], using modal control 
analysis to assess the effect of energy weights on damping ratios, put forward a finite element 
LQR control technique and applied to vibration control of piezoelectric composite plates. As 
an alternate approach, several authors have also assessed the efficacy of evolutionary compu-
tation techniques like GA and PSO to solve the LQR optimization problem. For instance, Ro-
banti et al. [15] investigated the efficacy of GA to solve the weight optimization problem of 
LQR on a multi-machine power system. Comparing the performance of GA optimized LQR 
with those of Bryson’s method and a trial and error based method, they reported that the 
weights optimized via GA yield the best response of all three methods. However, high com-
putational cost and large number of parameter tuning make GA less competitive than particle 
swarm optimization (PSO). Panda and Pathy [16], comparing the performance of both GA and 
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PSO based controller designs for a flexible AC transmission system, reported that the PSO 
based controller yields better performance than that of GA. Similarly, Tasi et al. [17] em-
ployed PSO to optimize the gains of a state feedback controller and proved that the tracking 
performance of PSO optimized LQR is better than that of the linear matrix inequality (LMI) 
based LQR for automatic fighter tracking problems. Kumar and Jerome [18], utilizing adap-
tive PSO(APSO) to solve the LQR weight optimization problem and validating the perfor-
mance of APSO optimized LQR on a benchmark inverted pendulum, reported that the perfor-
mance of APSO based LQR is better than those of PSO and GA based LQRs. 

Nevertheless, high dependency on the parameters of the optimization problem and high 
computation time limit the use of evolutionary computation technique to solve many of the 
real world optimization problem. Hence, in this paper, we make an attempt to solve the weight 
selection problem of LQR by exploring the fundamental relation between the ARE and the 
Lagrange optimization technique. Computing the solution of ARE, the transformation matrix, 
as a function of design requirement in time domain and state model, the proposed algebraic 
approach yields simple mathematical relations for Q and R matrices. The proposed algebraic 
weight selection algorithm is tested on a benchmark Quanser 2 DoF torsion system for refe-
rence following applications. 2 DoF torsion system, which consists of torsional load attached 
to the shaft of the DC motor via flexible coupling, emulates the dynamics of high gear ratio 
harmonic drives and light weight transmission shafts. The control objective is to position the 
torsion module to the desired angle by manipulating the control input given to the DC servo. 
The system also consists of, along with the optical encoders attached to the shaft and torsion 
module measure the angular positions, an HGO to estimate the angular velocities. The weights 
of the LQR are optimized using the proposed algebraic approach and the dynamic and steady 
state characteristics of the LQR controller framework to follow the reference input is assessed 
for two test cases namely: sine and square inputs.  

The remainder of the paper is structured as follows: Section 2 gives the problem definition 
and Section 3 describes the algebraic approach for choosing the elements of Q and R matrices 
based on ARE. Section 4 presents the modeling of the 2-DoF torsion system and the HGO 
based LQR design control scheme. Section 5 explains the experimental results of the 2 DoF 
torsion system for tracking applications, and the paper ends with the concluding remarks in 
Section 6. 

 
 
 
 

2. Problem definition 
 
Consider a linear time invariant (LTI) multivariable system: 

 0)0(,0),()( XXX =≥+= ttt BuAX& , (1) 

 0),()( ≥+= ttt DuCXY , (2) 
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where nnR ×∈A , mnR ×∈B , npR ×∈C , mpR ×∈D are system matrix, input matrix, output mat-
rix and feed-forward matrix, respectively. X is the state vector, u is the control input vector, 
and Y is the output vector. The objective of the conventional LQR design is to take the states 
to the desired trajectory by minimizing the following cost function. 

 [ ]∫
∞

+=
0

d)()()()()( tttttJ TT RuuQXXu , (3) 

where Q and R are state and input weighting matrices. The compositions of Q and R elements 
have large influence on system performance. If the weighting matrices are selected as diagonal 
matrices, the quadratic performance index is simply a weighted integral of the states and in-
puts [19]. These weighting matrices are considered as the tuning parameters of LQR by 
observing Q as state error penalty and R as penalty on control input. The elements of Q and R 
matrices depend on the number of state and input variables respectively. For the LQR to yield 
stable response, Q should be a positive semi definite matrix and R should be a positive definite 
matrix. The solution of following ARE, transformation matrix P, can be used to obtain the 
state feedback gain of LQR.  

 01 =−++ − PBPBRQPAPA TT . (4) 

LQR computes the optimal control input given in (5). 

 KXu −= , (5) 

where K is the state feedback gain matrix determined using the following Lagrange multiplier 
optimization technique. 

 PBRK T1−= . (6) 

Since the choice of Q and R weighting matrices affect convergence of a quadratic function, 
it is important to select these matrices by ensuring that both the state and input constraints are 
met in addition to the stability criteria [20]. However, normally, a trial and error method is 
used to choose the values of Q and R matrices, which is laborious and time consuming. Hence, 
to address this weight selection problem in the following section, we formulate an algebraic 
approach to arrive at simple mathematical relations for these weighting matrices. 

 
 
 

3. Algebraic approach for Q and R matrices selection 

Consider an LTI system represented in controllable canonical form as given below. 
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We formulate the methodology with the assumption that the system (A, B, C) is both 
controllable and observable. Selecting the penalty matrices Q and R as diagonal matrices re-
duces the cost function to a quadratic term and simplifies the optimization problem. Hence, 
the penalty matrices are assumed to be:  
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The solution of ARE, transformation matrix P, is a symmetric matrix, which can be re-
presented as: 
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Substituting the weighting matrices and a transformation matrix in (6) yields  

 [ ]665646362616
611 pppppp
r

BT == − PBRK . (10) 

The coefficients of P matrix, namely 16p , 26p , 36p , 46p , 56p  and 66p , can be obtained 
using the ARE given in (11). 
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(11) 

According to LQR control law, the closed loop state equation of the system can be re-
presented as 

 [ ] [ ] )()()( 1 ttt T XPBBRAXBKAX −−=−=& . (12) 

The actual characteristic equation of the system can be written as: 

 0=+− BKAsI , (13) 
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Since the system considered here has two identical torsion modules, the desired characte-
ristic equation of the sixth order system is assumed as  

 ( ) 02
322 =ω+ζω+ nnss , (16) 

where . and Tn are the desired damping ratio and natural frequency of the system.  
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Comparing Equations (15) and (17), the expressions for p16, p26, p36, p46, p56, and p66 can be 
written as:  

 [ ]6
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16 nA

B
rp ω+= , (18) 
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B
rp , (22) 
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B
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From the 1st row and 1st column of ARE given in (11) 
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By rearranging (24), the expression for 
r
q1 can be obtained as: 
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Similarly, 12p  is obtained using the element available in 1st row 3rd column of (11).  

 366163161636
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61

12 pAAppp
r

B
p −−= . (26) 

The element in 2nd row and 2nd column of (11) is:  

 0)(2 2
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=−++ p

r
B
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Substituting (26) into (27) and rearranging the expression yields  
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Likewise, the element available in 3rd row and 3rd column of (11) can be written as:  
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Expressions for 23p  and 14p  are obtained from 2nd row and 4th column and 1st row and 5th 
column of (11) respectively.  
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Substituting (30) and (31) into Equation (29) and rearranging 
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Similarly, the element available in 4th row and 4th column of (11) can be written as: 
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The terms 34p , 25p  are obtained from 3rd row 5th column and 2nd row 6th column respect-
tively from (11).  
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Substituting (34) and (35) into equation (33) and rearranging, 



Vol.  66 (2017)                                      LQR weight selection algorithm  63 
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The element available in 5th row and 5th column of (11) is 
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The term 45p  is obtained from 4th row 6th column from (11).  
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Substituting (38) into (37) and rearranging, 
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Similarly, from the element available in 6th row and 6th column of (11), 
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Upon rearranging, 
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The expressions (25), (28), (32), (36), (39) and (41) exhibit the relation between Q and R 
weighting matrices of LQR and the design requirements in time domain and state model. 
Equation (42) summarizes the expressions for weighting matrices.  
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The elements of Q matrix can be obtained using the desired specifications by fixing the 
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value of R matrix which is taken as scalar in the present example because the plant taken for 
experimentation is a single input multi output system. It can be observed that the expres-
sion (42) yields a simple relation to select the elements of penalty matrices according to the 
design criteria given in time domain. Hence, from the design perspective, knowing the desired 
damping ratio, natural frequency of the system and the state space matrices of the plant, one 
can determine the elements of weighting matrices and in turn the optimal controller gain (K) 
can be obtained using (6) by solving the ARE. In the next section, the validation of the pro-
posed algebraic weight selection algorithm on a 2 DoF torsion system for tracking application 
is presented. 

 
 

4. LQR tracking control of 2 DoF torsion system 
 
The 2 DoF torsion system, as shown in Fig. 1, consists of a DC motor whose shaft is 

attached to a series of torsion modules via flexible linkage. Table 1 gives the nominal plant 
parameters of the 2 DoF torsion system. When the voltage given to the motor is varied, the 
corresponding shaft position varies, which in turn alters the position of the torsion modules.  

 

 
Fig. 1. Schematic diagram of 2-DoF torsion system 

 
Applying Newton’s second law to the schematic diagram shown in Fig. 1, and assuming 

the states X [ ]T
321321 θθθθθθ &&&= and the input mVU = , we obtain the following state 
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Table 1. List of parameters of 2-DoF torsion system 

Symbol Description Value Unit 

J1 Equivalent moment of inertia as seen at SRV02 load shaft 0.0022 Kg A m2 

B1 
Equivalent viscous damping coefficient as seen at SRV02 
load shaft 0.0150 N.m.s/rad 

J2 Equivalent moment of inertia from the torsion module-1 5.46 A 10!4 Kg A m2 

B2 
Equivalent viscous damping coefficient as seen at SRV02 
load shaft 0.0010 N A m A s/rad 

J3 Equivalent moment of inertia from torsion module-2 5.45 A 10!4 Kg A m2 

B3 
Equivalent viscous damping coefficient as seen at SRV02 
load shaft 0.0030 N A m A s/rad 

Ks1 First flexible coupling stiffness 1.0000 N A m/rad 
Ks2 Second flexible coupling stiffness 1.0000 N A m/rad 

 
Figure 2 depicts the proposed LQR controller framework for tracking control of torsion 

system. The system consists of an LQR controller whose weights are determined using the 
algebraic approach and an HGO which estimates the unmeasured angular velocities. The 
following section explains the need and design of HGO in torsion system.  

 

 
Fig. 2. Proposed controller strategy for tracking control of 2 DoF torsion 
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4.1. High gain observer 
To implement LQR control, full state vector information must be available for feedback. 

The 2 DoF torsion system has six state variables, namely three angular positions and three 
angular velocities. The torsion angular positions can be measured accurately using the position 
encoders. However, the angular velocities are normally determined either by differentiating 
the measured angular position or through tachometers in practical cases. In both the cases, the 
velocity signal is contaminated by noise, and this degrades the performance of the closed loop 
torsion system [21]. Hence, an HGO is included in the feedback path to estimate the angular 
velocities of torsional loads.  

The state variables of the system can be grouped as position and velocity vectors, namely 
pX  and vX . 
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The output vector is: 

 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

θ

θ

θ

==

3

2

1

pXY . (47) 

The equation of motion of torsion system can be expressed in state space form as: 

 pv XX &= , (48) 

 ),,( uXXX vpv Φ=& , (49) 

 pXY = . (50) 

The structure of the HGO is:  

 ( )ppvp XYHXX ˆˆˆ −+=&
, (51) 

 ( ) ),,(ˆˆ tvppvv XXXYHX Φ+−=&
, (52) 

where pX&̂  and vX&̂   
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represent the dynamic estimates of the angular positions and angular velocities, respectively. 
The HGO consists of two constant gain matrices, pH  and .vH  which are assumed to be  
a diagonal matrix as given below.  
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The convergence rate of the HGO can be varied by adjusting the gain matrices pH  and 
.vH  The error between the actual states and estimated states via HGO is given as: 

 vppp XXHX ~~~ +−=& , (54) 

 )ˆ,(~~ XXXHX δ+−= pvv
& , (55) 

where:  

),ˆ,ˆ(),,()ˆ,( 0 uXXuXXXX vpvp Φ−Φ=δ  and iii XXX ˆ~ −= , i = 1, 2, 3.  

In the absence of disturbance signal, the asymptotic error convergence can be achieved by 
selecting the observer gain matrix given in (56) as Hurwitz [22]. Moreover, to guarantee the 
convergence of the error dynamic equation, the eigenvalues of matrix F should be located on 
the left half of s-plane. 

 ⎥
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⎡
−
−

=
×

×

33

33

0v

p I
H
H

F . (56) 

 
 

5. Experimental results and discussion 
 
The test bed consists of a Quanser SRV02 rotary servo base unit, Q8 data acquisition 

board, power amplifier and two torsion modules. Fig. 3 illustrates the connection diagram of 
experimental setup. The rotary servo base unit contains a 10 V DC motor equipped with the 
internal gearbox. The torsional load consists of two inertial disc masses which are located at 
different anchor points along the support bar. To measure the angular positions, both the DC 
motor and the torsion modules have optical encoders, which offer a resolution of 4096 counts 
per revolution. The Q8 USB hardware-in-loop (HIL) data acquisition board has 8 digital 
inputs and 8 pulse width modulated (PWM) digital outputs, and it is capable of reaching 4 kHz 
sampling rate. The control algorithm implemented in SIMULINK communicates with the 
hardware using QUARC interfacing software. In addition, the system contains a Volt-PAQ 
power amplifier, which provides a regulated ±10 V at 1 A, to amplify the control signal given 
to the DC motor.  
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Fig. 3. Connection Diagram of 2-DoF torsion system 

 
By substituting the plant parameters given in Table 1 into the state space model given 

in (45) and (46), the following state space matrices are obtained.  
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Then, the above model is transformed into following controllable canonical form:  
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The design requirement of the control scheme is that it should provide a tracking response, 
which has an overshoot of less than 10% and a settling time of 0.6 sec. Moreover, the tracking 
error should be less than 5 deg (2% criterion of the torsion load angle), and the control effort 
should not reach the saturation level when the above criteria are met. To compute the state 
feedback gain for the above design requirement, first, the damping ratio of the system is 
determined using the 2% criterion of settling time, and it is calculated as 0.1. Then, using the 
corresponding damping ratio and natural frequency, the desired characteristic equation is 
formulated, and with the aid of the proposed algebraic approach the following Q and R 
weighing matrices are obtained.  
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Using the above weighing matrices and the state space model of the system, the solution of 
ARE (P) and the state feedback gain matrix (K) are calculated and given below.  
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Gain matrices of the HGO to estimate the velocity component of the system are found to 
be: 
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The corresponding eigenvalues of the closed loop system are: 

 [ ]5.105.06.105.06.129.026.39829.026.39876.398 −−−+−−−+−−=λ iiiicl .  

It is worth to note that the first three eigenvalues are placed far away from the imaginary 
axis of s-plane. Hence, it will assist in improving the speed of response of the system. Simi-
larly, three eigenvalues which are placed sufficiently close to imaginary axis will aid in re-
ducing the amount of control input given to the system. Before implementing the proposed 
control framework in real time, the simulation was carried out in MATLAB. On verifying that 
the design meets the specification, we also have implemented it on a real time 2 DoF torsion 
system. 

 
5.1. Trajectory tracking 

To test the tracking response of the controller, a square trajectory with amplitude of 
300 deg at a frequency of 0.1 Hz is given as a reference signal. Fig. 4 shows both the 
simulated and experimental tracking response of the controller for the square wave trajectory. 
Simulated angular position response has an overshoot of 4.16% with a settling time of 
0.88 sec, whereas the overshoot of the experimental output is 9.6% with a settling time is 
0.92 sec. It is worth to note that the experimental results meet the design requirements both in-
terms of steady state error and overshoot. However, there is a small deviation in real time 
output from the simulated one due to the presence of noise in measurement. To assess the 
reference following performance of the control scheme, the integral square error (ISE) is 
calculated and given in Table 2. Fig. 5 illustrates the estimated velocities of the torsion system 
using HGO and Table 3 gives the tracking error of HGO for all three velocities. Minimum 
value of IAE suggests that the estimated output is very close to the actual output.  
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Fig. 4. Square trajectory tracking response  
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Fig. 5. Estimated velocities of HGO for square trajectory 
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Fig. 6. Control signal and tracking error of square trajectory 

 
The control input applied to motor for tracking the desired tracjectory and the error 

between the reference trajectory and actual trajectory signal are shown in Fig. 6. The maximun 
tracking error is found to be less than 1.5 deg, which accentuates that the controller effectively 
follows the given trajectory.  

 
5.2. Sinusoidal trajectory 

The performance of the controller framework to track the continuously changing reference 
signal is validated using a sinusoidal signal of amplitude 300 deg at a frequency of 0.1 Hz. 
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Fig. 7, which shows the sinusoidal tracking response, highlights that the LQR controller 
closely tracks the reference trajectory. The estimated velocities of HGO and the control signal 
applied to DC servo along with the tracking error are shown in Figs. 8 and 9, respectively. It 
can be seen that the rate of convergence of the system is faster with the maximum tracking 
error of 0.3 deg, which is negligible in case of torsional position control applications. 
Moreover, the error converges exactly to desired trajectory variations with very minimal 
spikes occuring concurrently at random intervals due to the presence of noise in real time. 
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Fig. 7. Sinusoidal tracking response 
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Fig. 8. HGO response for sinusoidal trajectory 



Vol.  66 (2017)                                      LQR weight selection algorithm  73 

0 2 4 6 8 10 12 14 16 18 20
-4

-2

0

2

4

Time (sec)

V
m

 (v
ol

ts
)

 

 

0 2 4 6 8 10 12 14 16 18 20
-0.4

-0.2

0

0.2

0.4

Time (sec)

E
rro

r (
de

g)

 

 
θ1 

θ2
θ3

 
Fig. 9. Control signal and tracking error of sine trajectory 

 
Table 2. ISE of LQR control scheme for test trajectories 

Test signal Simulation Real Time 
Square 0.0007 0.0029 
Sine 0.0015 0.0022 

 
Table 3. IAE of HGO for test trajectories 

Test signal 1θ  2θ  3θ  

Square 0.0312 0.0215 0.0351 
Sine 0.0231 0.0226 0.0218 

 
 

6. Conclusion 
 
Even though the optimal performance of LQR is highly dependent on weighting matrices 

Q and R, normally, these weighting matrices are chosen based on the trial and error approach, 
which is not only tedious but also time consuming. Hence, in this paper, to address the weight 
selection problem of LQR, we have put forward an algebraic weight selection algorithm, by 
synthesizing the ARE with the Lagrange optimization technique. Simple mathematical 
expressions for weighting matrices have been obtained as a function of the design criteria and 
state model. The efficacy of the proposed methodology has been tested on a benchmark 2 DoF 
torsion system for tracking applications. To estimate the angular velocities of servo and 
torsional loads, an HGO has been integrated with the LQR design. Two test cases namely sine 
and square trajectories have been given as a reference signal and the efficacy of the control 
scheme to follow the input with minimal vibration and error has been assessed. The experi-
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mental results accentuate that the proposed control scheme can make the torsional load meet 
the design criteria with minimal vibrations and reduced tracking error. 
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Abstract: Accurate fault location in an electric power distribution system (EPDS) is im-
portant in maintaining system reliability. Diverse methods have been proposed in the 
past. These methods whither require measurements at each load point or use single-step 
loads compensation, which is hardly available in practical uses. In this paper, a simple 
technique to bypass the load problems is proposed. The method requires calculating an 
optimal load distribution using the total load seen from the substation (The rated power 
of distribution transformers) and the network topology. The optimal load distribution is 
used as a fictive distribution to replace the real unknown one in fault location (FL) algo-
rithms. The effectiveness of the proposed technique is demonstrated using a mathema-
tical formulation first, and next, by several simulations with a classic iterative fault loca-
tion algorithm. The test results are obtained from the numerical simulation using the data 
of a distribution line recognized in the literature. 
Key words: electric power distribution systems, fault location, fictive load distribution, 
load variation 

 
 
 

1. Introduction 
 
 Power distribution systems play important roles in modern society. When distribution sy-
stem outages occur, speedy and precise fault location is crucial in accelerating system resto-
ration, reducing outage time and significantly improving system reliability. This allows con-
sequently improving the quality of services and customer satisfaction. Nevertheless, Owing to 
the expansion of distribution networks, their radial topology, and the existence of short and 
heterogeneous lines and intermediate loads, it is very difficult and complicated to locate the 
fault in these networks.  
 In the past, various fault location algorithms have been developed. Novosel et al. (1998) 
make use of apparent impedance, defined as the ratio of selected voltage to current based on 
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fault type and faulted phases, to locate faults in [1]. In [2], Das (1998) locates the faulted 
section and next the distance to the fault in this section is calculated. Yang and Springs (1998) 
propose a fault location method which corrects the fault resistance effects in [3]. The method 
proposed by Das et al. (2000) in [4] used the fundamental frequency voltages and currents 
measured at a line terminal before and during the fault. In [5] the method proposed by Saha 
and Rosolowski (2002) estimates the fault location by comparing the measured impedance 
with the calculate feeder impedance assuming faults each section line. Choi et al. (2004) 
locating faults by solving a quadratic equation resulting from the direct circuit analysis in [6]. 
Senger et al. (2005) in [7] proposed a method that was based on measurement provided by 
intelligent electronics Devices (IEDs). In [8] Kim et al. (2007) estimated fault location on 
distribution feeders using Power Quality monitoring data. An extended fault location method 
for generalized distribution systems is presented in [9] by Salim et al. (2009). A way to opti-
mally place faulted circuit indicators along the feeder is developed in [10] by Almeida et al. 
(2011). Methods to reduce and eliminate the uncertainty about the fault location are discussed 
by authors of [11, 12] (2012). In [13], Sadeh et al. (2013) suggested a new algorithm for radial 
distribution systems using modal analysis. Wanjing et al. presented a novel method based on 
two types of fault location approaches using line to neutral or line to line measurement at 
substation in [14] (2014). In [15], Zahri et al. (2014) proposed a new hybrid method based on 
ANN and Apparent impedance calculation to determinate the faulty section of line. A reduced 
algorithm for fault location in EPDS is suggested by Zahri et al, in [16] (2015), utilizing 
voltages and currents measurement only at the sub-station as input data to calculate the fault 
current, and therefore, avoid the iterative aspect of the classic algorithm for single line to 
ground fault location and reduce its computational charge. 
 However, fault location approaches for transmission lines are generally not applicable to 
distribution systems, because of their inherent characteristic, such as unbalance and lack of 
measuring meters in each load point. 
 According to literature review, it’s shown that existing fault location methods require iter-
ative short circuit analysis or iteratively calculating voltages and currents at different seg-
ments. Nevertheless, individually these methods do not fully consider the characteristics of 
distribution systems (unbalanced operation, presence of intermediate loads, laterals, and time-
varying load profile), which significantly affect their performance. Except for [6] and [9], the 
previously cited methods do not account for the time-varying load profile. This intrinsic cha-
racteristic of EPDS has a detrimental effect on the fault locators’ accuracy, since the load data 
during the fault period is a required input for any impedance-based method. The approach 
described in [6, 9] uses a single-step compensation of loads, which requires measurements at 
each load point. However, these measurements are hardly available in practical EPDS.  
 Considering the limitations mentioned previously. In this paper, a mathematical develop-
ment is presented to determinate the optimal load distribution. It is considered as an imaginary 
distribution, calculated using the total load seen from the substation and the network topology. 
To show the technique performances, a comparison is performed between different load distri-
butions using a fault location algorithm recognized in literature.  
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 The remainder of this paper is organized as follows: the optimal load distribution formu-
lation and the iterative fault location algorithm are presented in Sections 2 and 3 respectively, 
the test results are shown in Section 4, whereas the conclusion of this work is presented in 
Section 5. 
 
 

2. Optimal load distribution formulation 
 
 The load demand in EPDS depends on the consumer type (residential, industrial or com-
mercial) and may vary with many factors. Also, impedance-based fault-location methodlogies 
are dependent on the system loading during the fault. If the system has a different load profile 
during the algorithm execution, this will lead to errors [9]. The minimum errors correspond to 
the optimal load profile (distribution). 
 In order to determinate the optimal load distribution, the following mathematical develop-
ment is done using a simplified modeling of a distribution network illustrated in Figs. 1 and 2. 
The fault location is calculated using the sending-end voltages and currents, line parameters 
and load current. Consequently, the errors on the fault location are computed as a function of 
load distribution variation. 
 
2.1. Pre-fault mathematical development 
 
 
 
 
 
 
 
 
 

Fig. 1. Pre-fault simplified distribution network modeling 
 
where: ISa is the phase a pre-fault sending-end current; VSa is the phase a pre-fault sending-end 
voltage; Ie  is the first pre-fault load current; Za is the line impedance; VLa is the phase a pre-
fault voltage at the end of the line section.  
 Considering the system illustrated in Fig. 1, the following equations can be obtained: 

  LaLaaSa VIlZV +⋅⋅= , (1) 

  LaaLaSa IlZVV ⋅⋅=− , (2) 

  ( )eSaaLaSa IIlZVV −⋅⋅=− . (3) 

 Since all the loads after the section illustrated in Fig. 1 are represented as one equivalent 
load Ze, and the total current dispatched to it is ILa, Ze is then computed by Equation (4): 

Ie 

VLa 

ILa 

ISa 

VSa 

Load
Load
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II

VZ a
eSa

Sa
e ⋅−

−
= . (4) 

 
2.2. Mathematical development during the fault  
 
 
 
 
 
 
 
 

 

Fig. 2. During-fault simplified distribution network modeling 
 

where: ISfa is the phase a sending-end current during the fault; VSfa is the phase a sending-end 
voltage during the fault; Ief is the first load current during the fault; Za is the line impedance; 
VLfa is the phase a voltage at the end of the line during the fault; IFa is the phase a fault current. 
 Referring to Fig. 2, the following equations can be obtained: 
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 Furthermore, the load voltage during fault can be obtained by (8): 

  ( )FaefSfaeLfa IIIZV −−⋅= ,  
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 Using Equations (7) and (8), the fault distance can be estimated by (9): 
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 From (9) it is possible to obtain the fault distance from the parameters of the system: the 
fault current, the sending-end pre-fault voltage and the sending-end during-fault voltage. How-
ever, the important parameter is the load current since its variation allows to determinate the 
optimal errors, and therefore, estimates the optimal load distribution.  
 
 

3. Iterative fault location algorithm 
 
 After determination of the optimal load distribution using the mathematical development, 
it’s necessary to test the reliability of the technique by simulations. To reach that, the iterative 
fault location algorithm presented next is used [15, 17]: 
 

 
Fig. 3. Single-phase-to-ground fault modeling 

 
 Referring to the single line-to-ground fault illustrated in Fig. 3, the sending-end voltage 
during the disturbance is given by (10):  

  ( )SfcacSfbabSfaaaFaSfa IZIZIZxVV ⋅+⋅+⋅⋅+= . (10) 

 Supposing the fault impedance strictly resistive and constant, (10) may be expanded into 
its real and imaginary parts: 
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 From (11), the fault distance may be calculated as a function of the sending-end voltages 
and currents, as well as the line parameters: 
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where the subscript indices r and i represent, respectively, the variables real and imaginary 
parts, the variables are as follows: VSfa is the phase a sending-end voltages (in volts); x is the 
fault point to local bus distance (in kilometers); IFa is the fault current (in amperes). 
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 Also, M1m and M2m are defined in (13) and (14) 

  ∑ ⋅−⋅=
k

SkimkiSkrmkrm IZIZM )(1 , (13) 

  ∑ ⋅−⋅=
k

SkrmkiSkimkrm IZIZM )(2 , (14) 

where k indicates the phases a, b and c; Zmk is the impedance between phase m and k [Ω/km]; 
ISk is the phase k sending-end current (in amperes). 
 The fault distance is then estimated by (15): 

  
FaraFaia

SfaiFarSfarFai

IMIM
VIVI

x
⋅−⋅
⋅−⋅

=
21

. (15) 

 
 

4. Tests and results 
 
4.1. Optimal load distribution formulation test 
 First, the optimal load distribution formulation test is done for determining the optimal 
load distribution. The test’s system is constituted by two sections of a 20 kV distribution line. 
Their lengths are 2 km and 1 km, respectively. The currents of the first load Ief and the second 
load (Iaf – Ief) are varied, since they are complementary. Based on this variation the errors on 
the fault distance are calculated and the minimum errors correspond to an optimal load pair 
(load 1, load 2). 
 On the Fig. 4, the errors on fault distance varies according to the current of the first load Ief 

between “Iaf /100” and “Iaf” (with Iaf is the total current during the fault), since Iaf = 239.1857, 
Ief varies between [2.3919-239, 1857]. 
 To determinate the optimal load distribution, or in other words the value of Ief which gives 
the minimum errors, the module of the errors in Fig. 4 is computed, the results are illustrated 
in Fig. 5. 

 

 
Fig. 4. Errors on the fault distance according  

to the current of the first load 

 

 
Fig. 5. Module of errors on the fault distance 

according to the current of the first load 
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 On the Fig. 5, it can easily be seen that the error is null for the value “Ief = 119.6” which 
represents 50% of the current Ief, since Ief /2 = 239.1857 / 2 = 119.59285. 
 Therefore, from the figures below, we can conclude that: 
 – The Load distribution variation influences the accuracy of the fault location methods. 
 – The optimal load distribution which gives the minimum errors is around 50% of the total 
load. Thus, the optimal load distribution is the pair (50%, 50%) this pair can be called “the 
balanced loads distribution”. 
 
4.2. Application for the iterative fault location algorithm 
 To verify performances of this method, we have conducted several simulations using data 
from a distribution system recognized in literature [18]. 
 The system that we have studied is a part of the underground distribution network. It is  
a line from 20 KV distribution network of total length 22.5 km, composed of 6 sections of dif-
ferent lengths and simulated using distributed parameter line model as shown in Table 1. 
 

Table 1. Studied sections of lines parameters 

Input voltages [KV] Vs = 11.547,  U = 20 

RF [ohms] 10 line impedance [ohms/km] Z1 = 0.56 + j0.831,   Z0 = 0.845 + j 2.742 line section length[km] l1 = 2.4; l2 = 4; l3 =.4; l4 = 4; l5 = 4.1; l6 = 4 

 
 Using Matlab [19] as simulation tool, 26 fault cases are simulated at different FL between 
0-100%, for fault resistance RF = 10 Ω and for different load distributions as explained in 
Table 2: 

– balanced loads distribution, 
– increasing loads distribution, 
– decreasing loads distribution, 
– total load at the first load point, 
– total load at the last load point. 

Table 2. Different load distributions 

Load distribution (KVA) for each bus 1 2 3 4 5 6 

Balanced loads distribution 15 15 15 15 15 15 
Increasing loads distribution 0.1 5 10 20 25 29.9 
Decreasing loads distribution 29.5 25 20 10 5 0.1 
Total load at the first load point 89.5 0.1 0.1 0.1 0.1 0.1 
Total load at last load point 0.1 0.1 0.1 0.1 0.1 89.5 

 
 The fault distance is calculated for each case using the currents and voltages at the input of 
the line. The sending-end currents and voltages are computed considering a real load distribu-
tion. The errors on fault location obtained using the real load distribution are compared with 
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those obtained using the others as imaginary load distributions in order to determinate the 
optimal load distribution. 
 

 
Fig. 6. Example of simulation procedure 

 
 The Fig. 6 above illustrates an example of this comparison, the increasing loads distribu-
tion is the real distribution, and the others are considered fictive. 
 To analyze the load distribution variation effect on the fault location, and to confirm the re-
sults of the optimal load distribution formulation, the cross distributions in Figs. 7(a-d) are 
classified according to their errors. 
 Fig. 7(a) illustrates some obtained test results, for the simulation system presented above, 
with the balanced loads distribution as real distribution during the fault, compared with the 
five other distributions used to compute the fault location as fictive distributions. 
The increasing loads distribution is used as real distribution in Fig. 7(b), from the comparison 
of the real distribution with the other fictive distributions used as input of the fault location 
algorithm. The simulation of the decreasing loads distribution in comparison with the other 
distributions is plotted in Fig. 7(c).  
 To confirm the previous results, a random distribution is simulated in Fig. 7(d). The clas-
sification obtained from these simulations is presented in Table 3. 
 

Table 3. Load distributions classification 

Fictive load  
distribution 

Real load distribution 
Balanced loads 

distribution 
Increasing loads 

distribution 
Decreasing loads 

distribution 
Random 

distribution 
Balanced loads distribution + + + + 
Increasing loads distribution + + – – 
Decreasing loads distribution – – + + 
Total load at the first point – - + – 
Total load at the last point + + – – 
Random distribution – – – + 

 
 From load distribution classification below, it can be concluded that the best results are, 
always, obtained using the real distribution to compute the fault location. Nevertheless, the 

Increasing loads 
distribution 

Increasing loads
distribution

Decreasing loads
distribution

Total load  
at the right end

Total load at the 
left end 

Balanced loads
distribution
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real distribution is not available in practical networks, because it requires knowledge about 
measurements at each load point which is hardly available in practical EPDS.  
 However, it can be seen that the maximum errors for the balanced loads distribution are 
less than 0.04% for all the distributions. Thus, this distribution is the optimal load distribution 
which proves the result of the optimal load distribution formulation. 
 

(a) (b) 

 

(c) (d) 

 

Fig. 7. Errors for each real load distribution compared with the other fictive load distributions. 
 
 

6. Conclusions 
 
 A novel technique to estimate the optimal load distribution in fault location algorithms for 
Electrical Power Distribution Systems has been presented in this paper. Voltage and current 
measurements at substation are utilized to estimate the total load during the fault. The total 
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load is divided fairly on all load points considering network topology. Most of the techniques 
found in the literature are focused on measurement at each load point or based on load com-
pensation which is hardly available in practical EPDS. The difficulties that arise when con-
sidering a load distribution known to locate faults on practical EPDS were highlighted in this 
paper. 
 The performances of this technique are verified by several tests simulating 26 cases of 
single phase to ground faults for different cross load distributions. 
 Simulation results and mathematical formulation show that the balanced loads distribution 
can be considered as a fictive optimal distribution in fault location algorithms thanks to its 
estimation simplicity and its robust effectiveness. 
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Abstract: In this paper a transistor open-circuit fault diagnosis method in a rotor field 
oriented controlled induction motor drive, fed by a two-level voltage inverter has been 
proposed. The diagnostic procedure ensures detection and localization of single or mul-
tiple power switch failures in time shorter than one period of a stator current fundamental 
harmonic, without regard to a drive operation point. A new simple scheme of the diag-
nostic system is proposed. In order to validate the proposed transistor fault diagnostic 
method, a detailed simulation as well as experimental tests of the field-oriented control 
drive system were carried out and some of them are shown in this paper.  
Key words: induction motor; field-oriented control; condition monitoring; open-circuit 
fault; fault diagnosis 

 
 
 

1. Introduction 
 
Induction motors (IM) are the most popular electrical machines in industry nowadays be-

cause of their robust construction and relatively low manufacturing cost. They are practically 
maintenance-free and they assure very good dynamic performance if appropriate control struc-
ture is applied. The aforementioned qualities have been researched and improved by using 
intelligent and sophisticated control methods based on the field oriented control (FOC) or the 
direct torque control (DTC) because these control concepts enable both the amplitude and 
phase control of ac-excitation. In general, these adjustable IM drives are composed of advan-
ced structures that include the static inverter, induction motor, control blocks, electrical and 
mechanical connections, sensors, etc. Thus, the total reliability of the drive system can be 
improved by increasing the reliability of each single component or by decreasing the number 
of the structure components of a drive through the development of sensorless drives [1, 2].  

Faults of power electronics, an electrical motor or sensors in adjustable-speed electrical 
motor drives can significantly disturb the control process, resulting in a drive availability 
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decrease. As a result, in the last decades, the interest of many members of the drives com-
munity and marketplace has been focused on new control techniques, that allow simultaneous 
electric drive operation after faults occurrence [3]. These techniques, known as fault-tolerant 
control (FTC) methods, integrate failure diagnosis algorithms and hardware or software re-
dundancy that allow correct drive operation under its faulty condition. In [4] motor speed sen-
sor fault-tolerant control technique based on the drive angular speed estimation is presented. 
The speed sensor failure is detected by analysing the error between the measured and esti-
mated motor speed. According to this method, if a sensor is faulty, the drive operates using the 
estimated signal for the speed control. In [5] the hardware redundancy is utilized for the cur-
rent sensor fault-tolerant control. The faulty sensor is replaced with the healthy ones. In the 
case of transistor failures the redundant converter topologies are required [6, 7]. First, the 
faulty transistor is isolated and then, thanks to the converter circuit reconfigurations, the post-
fault control is implemented. The effectiveness of faults diagnostic techniques, namely correct 
failure detection and its localization, robustness against false alarms as well as fast diagnosis 
have an important influence on the possibility of an appropriate remedial action. 

Among various types of faults, power converter faults, related to semiconductor or control 
circuit damages, are the most frequent ones and are estimated to make up to 60% of power 
device failures [8]. Thus recently quite a lot of different fault detection and localization me-
thods and techniques devoted to power converters have been reported in technical literature. 
Surveys of diagnostic methods dedicated to transistor failures are presented in many works, 
e.g. [9]. In fact, they are hardware- and software-based transistor faults diagnostic techniques. 
The most frequently used approaches are based on the analysis of easily accessible signals, 
such as measured current or estimated voltage, thus these methods are usually classified as 
current- or voltage-based ones. It is important that, in accordance with these techniques, no 
additional measurement systems are utilized, in most cases. Many transistor failure monitoring 
techniques are based on the analysis of standardized errors between the reference estimated, 
predicted or measured variables [10-15]. For this purpose, the average values of these errors, 
which are additionally normalized by dividing them by the module of the variable vector, are 
calculated. Thanks to signal normalization the constant fault threshold can be assumed. The 
effectiveness of some of these techniques depends on the accuracy of the used estimation or 
prediction algorithms. Moreover, they require a relatively high computational effort so the 
industrial application of these algorithms is limited. 

The second group of the transistor fault diagnostic methods consists of techniques based 
on the analysis of vector hodographs of the fault diagnostic variables [16-19]. A vast majority 
of these algorithms use the current vector whose amplitude is load-dependent. To overcome this 
disadvantage the flux vector, whose amplitude is stabilized for speed control, is utilized [16].  

Unfortunately, some of the diagnostic methods are applied by using sophisticated algo-
rithms, such as fuzzy-logic techniques [16] or neural networks [20, 21], that require a rela-
tively high computational effort, so their applications are limited.  

In this paper, an open-circuit fault diagnostic method for transistors with a two-level vol-
tage inverter is developed and extensively tested. The technique is dedicated to vector-con-
trolled AC-drives fed by a two-level inverter with the voltage Space Vector Modulation 
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(SVM). The diagnostic procedure ensures the detection and localization of single power 
switch failures as well as single-phase transistor faults, in time shorter than one period of the 
stator current fundamental harmonic, without regard to a drive operation point. In order to 
reduce an implementation effort of the solution, a scheme of the diagnostic system was simp-
lified compared to the solution presented by the authors in previous work [17, 18]. In com-
parison to the methods described in the introduction, the developed algorithm is simpler to 
implement, which improves its applicability, in particular in the case of the low cost motor 
drive systems. Additionally, the method was validated by simulation and experimental tests, in 
different operation conditions of the drive system. The tests were carried out in the direct rotor 
field oriented controlled (DRFOC) induction motor drive under single and multiple switch 
open-circuit failures. To prove the diagnostic method robustness against false alarms simu-
lation as well as experimental tests under various healthy motor drive operations have been 
carried out. The presented method was validated not only during constant speed and load of 
the drive but also under the drive acceleration and deceleration as well as rapid load changes. 

 
 

2. Description of the fault diagnosis method 
 
In Fig. 1a, the basic scheme of two-level voltage source inverter topology, whose faults are 

considered in this paper, is presented. For this inverter only eight switch-status combinations 
are possible, so that eight voltage vectors described as U 0, ..., U 7 can be generated, according 
to Fig. 1b. In accordance with the diagnostic algorithm, detection and localization of transistor 
faults can be carried out by processing signals related to reference inverter voltages, generated 
in the control structure of the drive system, based on the rotor-field-oriented control 
(DRFOC), as it is presented in Fig. 1c.  

These voltages can be produced by using eight combinations of the switch status. In order 
to achieve a reference voltage vector Ur, whose position in the "!$ plane is defined by an 
angle γ, that is referred to the α axis, six active voltage vectors (U 1,...,U 6) and two zero ones 
(U 0 and U 7) are used. These vectors divide the "!$ plane into six sectors: I, ... ,VI, in 
accordance with (1): 

 1
3/

int +⎟
⎠
⎞

⎜
⎝
⎛

π
γ=SN , (1) 

where int means the operation that returns the integer value.  
Extraction of fault information is based on monitoring the voltage vector presence time tM 

in the specific sectors of the complex "!$ plane. Depending on motor speed direction and 
fault location, in a drive steady state, the reference voltage vector is forced in one charac-
teristic sector during a much longer time-period than in the case of some other ones [16]. The 
direction of the voltage vector rotation is related to the angular motor speed direction. In fur-
ther considerations it was assumed that under the motor mode of the machine, which rotates in 
the positive speed direction, the voltage space vector rotates in the positive direction as well. 
This means that the numbers of the sectors are increasingly changed. 



                                                       P. Sobański, T. Orłowska-Kowalska                                    Arch. Elect. Eng. 92

 
c) 

 
Fig. 1. A standard three-phase voltage source inverter: topology (a), voltage space vectors (b),  

DRFOC structure (c) 
 
In this paper, a new simple implementation scheme of the diagnostic method described in 

detail in [17] is proposed, namely a number of counters used to realize the diagnostic system 
has been decreased from six to one. Additionally, to localize the faulted transistor, the signal 
SN is considered in the rule base. The block diagram of the analysed transistor fault diagnostic 
system is shown in Fig. 2.  

 

Fig. 2. A block diagram of the transistor faults diagnostic system 
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In this system, the counter whose frequency is equal to 5 kHz is activated by a triggering 
event, which consists in a change of the sector SN that describes the position of the reference 
voltage vector on the "!$ plane. The value of the output counter signal tM is proportional to 
the duration when the reference voltage vector is located in particular sectors. Due to the fact 
that the voltage frequency changes depending on the required motor speed, the diagnostic 
variable tM is normalized by assuming the linear relationship between the speed and the 
reference voltage resulting in (2): 

 )/(6 Timernorm NNMM nTfntt = , (2) 

where n is the drive speed, fTimer means the timer frequency, TN is the period of the nominal 
voltage and nN means the nominal speed, number 6 appears in the nominator of (2), because 
the "!$ plane is divided into 6 sectors. Thanks to the normalization, for the healthy motor 
drive operations, a constant maximum value of the diagnostic signal |tM norm| = 1 is obtained. If 
the signal |tM norm| reaches the fault threshold TTF, then the transistor fault is detected. In order 
to localize a faulty switch, the rule base which considers the motor speed direction is utilized 
in accordance with Table 1. Logical variables k1 and k2 are related to the comparators of the 
diagnostic system (see Fig. 2). 

 
Table 1. Open-switch fault symptoms patterns 

 

Faulted switch TF k1 k2 SN 

T 1 1 1 1 
0 1 6 

T 2 1 1 2 
0 1 1 

T 3 1 1 3 
0 1 2 

T4 1 1 4 
0 1 3 

T 5 1 1 5 
0 1 4 

T6 1 1 6 
0 1 5 

 

3. Simulation results of the IGBT fault detection method  
in a DRFOC-based induction motor drive 

 
3.1. A short presentation of the simulation model and research scenario 

This section presents selected simulation results which prove the effectiveness of the tran-
sistor fault diagnostic method. The presented results were obtained using a simulation model 
of the DRFOC induction motor drive system, which was using Matlab/Simulink and the spe-
cialized Sim Power Systems toolbox. In order to simulate open-switch faults, transistor gate 
control signals were removed, which results in non-conduction mode of the transistors. An 
assumed voltage modulation period is equal to 100 μs similarly to the experimental research 
described in Section 4. The nominal parameters of the induction machine are shown in Table 2 
in the Appendix.  
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The simulation results are presented according to the following scenario. First, the diag-
nostic method robustness against the false alarms during the healthy motor drive operations is 
validated. Then, the open-circuit transistor failures are studied under a constant reference an-
gular speed ωm and a different load torque m l of the motor drive system, namely the algorithm 
was tested for the almost fully-loaded motor (m l = 0.8mN) under the fault of T1 then the load 
was rapidly decreased to m l = 0.2mN and the switch failure of T4 was simulated. Moreover, 
the diagnostic algorithm was validated for the transistor faults occurring during motor speed 
accelerations and rapid (step) load changes. In figures, a magenta dotted line indicates the 
fault occurrence, but a moment of the fault detection is depicted as a blue or yellow dotted 
line. In order to rate the speed of the transistor failures diagnosis procedure, the normalized 
fault localization time tTF is defined in accordance with (3): 

 
i

TF T
t

t fault= , (3) 

where t fault means the time period between two instants: the fault occurrence and the fault 
localization, but Ti means the period of the current waveform which is measured shortly before 
the failure occurrence.  

To prove the effectiveness of the considered transistor fault diagnostic method, transients 
of the diagnostic variable |tM norm| that are compared with the failure threshold TTF, are pre-
sented. As proved in the next section of this paper, this threshold could be equal to 1.15, 
nevertheless in order to present the method more clearly, for the simulations it is assumed that 
TTF = 1.5. Additionally, relevant transients of the signal SN referred to the number of the 
sector, which describe the position of the reference voltage vector in the α−β stationary 
coordinates system, are shown. Moreover, phase currents isA, B, C, reference speed ωm ref and the 
measured angular motor speed ωm, are presented. The following results have a representative 
character and they are related to the transistor failures in phase A of the inverter. The 
observations for the faults in the phase B or C are analogical. 

 
3.2. Validation of the diagnostic method robustness against false alarms 

Taking into account healthy motor drive operations, the values of the diagnostic signal 
|tM norm| are less than one, so the fault threshold should be greater than one. To assume the 
appropriate value of this threshold, namely to avoid false alarms, the diagnostic system was 
tested during rapid (step) load changes from the nominal value to zero. Fig. 3 shows the time 
domain waveforms of the angular speed, currents, electromagnetic torque and diagnostic 
signal for healthy motor drive operations.  

First, at the instant t = 0.2 s the motor was loaded when the drive was operating at a low 
speed. Then, at t = 0.4 s the load was changed from the nominal value to zero. Then, at 
t = 0.5 s the nominal load torque m l = mN was applied (step change) once again and the speed 
was increased up to the nominal value. After that, at t = 0.9 s the load was suddenly reduced 
to zero. In Fig. 3e it is visible that the diagnostic signal does not exceed the assumed fault 
threshold not only during sudden load torque step changes but also during fast acceleration of 
the drive. 
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Fig. 3. Time domain waveforms achieved during the test of the diagnostic method robustness against 

false alarms (TTF = 1.15) during a healthy mode 
 

3.3. Validation of the diagnostic method under constant speed operation of the DRFOC drive 
The LHS column of Fig. 4 presents simulation results achieved for the T1 failure, which 

occurred at the instant t = 0.3 s, under the transistor conducting mode.  
In the LHS of Fig. 4 (c, d), it is visible that, for the SN = 1 at t = 0.303 s, the diagnostic 

signal achieved the fault threshold TTF = 1.5, which is indicated by the green dotted line. For 
this case, the speed diagnosis takes 0.15 of the current fundamental period Ti. After that, at 
t = 0.35 s, the motor was loaded (m l = mN) and at the instant t = 0.45 s the fault of the lower 
transistor in phase A was simulated. As it can be seen in LHS of Fig. 4 (c, d) the failure of T4 
was detected at t = 0.47 s, so the duration of the fault diagnosis was also shorter than one 
current fundamental period (tTF = 0.77). Compared to the previously considered case, which 
illustrates the faulty drive operation under nominal motor speed, in the RHS of Fig. 4 faults of 
the inverter were simulated at the low velocity of the drive (ωm = 0.4ωN). When the T1 failure 
occurred the load torque was m l = 0.8mN, next, at the instant t = 0.35 s, the load was rapidly 
decreased to m l = 0.2mN. Then at t = 0.45 s the fault of T4 was simulated. The T1 failure was 
detected within the time that is equal to 0.35 of the current fundamental period but, in the case 
of T4 open-circuit failure the detection time was tTF = 0.98 of Ti.  

The simulation results show the effectiveness of the single and multiple transistor fault 
diagnostic method under various motor drive conditions, namely the changeable load and 
various motor speed that was referred as a constant values.  
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Fig. 4. Reference ωm ref and measured ωm angular motor speed (a), phase currents isA, B, C (b), the diag-
nostic variable |tM norm| (c) and SN signal (d) for the motor drive operation under: LHS – nominal refe-

rence angular speed ωm ref  =  ωN,  variable load torque and the fault of T1 and next T4; RHS  –  reference  
angular speed ωm ref = 0.4ωN, variable load torque and the fault of T1 and next T4 

 
 

3.4. Evaluation of the diagnostic method under DRFOC drive operation with linear 
speed changes 

Many electrical drives operate with frequent motor speed changes so it is necessary to vali-
date also the effectiveness of the analysed fault diagnostic technique during speed acceleration 
and deceleration. The following part of the article shows simulation results that confirm the 
correctness of the diagnostic algorithm for the single as well as multiple transistor open-circuit 
faults occurring in the inverter phase (see Fig. 5).  

In accordance with the presented tests, the fault of T1 transistor was simulated at t = 0.30 s, 
but the failure of T4 switch occurred at t = 0.45 s. Until t = 0.35 s the drive operated with the 
load m l = 0.8mN and then was rapidly (step) changed to the value m l = 0.2mN. As shown in 
Fig. 5, the transistor fault diagnosis took less time than one current fundamental period. In 
accordance with the presented simulation results the transistor open-circuit fault diagnostic 
method is effective even when the drive operates at a linear speed and the rapid load changes 
as well. From Fig. 4 and Fig. 5 results, that the fault threshold can be taken lower than the 
assumed value in all operation condition of the drive system (see a remark in section 3.1), thus 
in the experimental tests this value was taken TTF = 1.15.  
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Fig. 5. Reference ωm ref and measured ωm angular motor speed (a), phase currents isA, B, C (b), the diagnos-
tic variable |tM norm| (c) and SN signal (d) for the motor drive operation under: LHS – speed acceleration;  

RHS – speed deceleration; variable load torque and the faults of T1 and next T4 
 
 

4. Experimental validation of the IGBT fault detection method  
in a DRFOC-based induction motor drive 

 
4.1. A short presentation of the experimental set-up and research scenario 

In this section, selected experimental results, that confirm the effectiveness of the proposed 
open-switch fault diagnostic method, are presented. The research was carried out using a labo-
ratory set-up whose schematic diagram and a picture are shown in Fig. 6 (for the same IM that 
was used in simulation tests). The experimental results, that are presented in this section, are 
organized in accordance with the following scenario. First, the diagnostic method robustness 
against the false alarms is tested. For this purpose the diagnostic signal |tM norm| is analysed 
during the speed acceleration or its deceleration as well as rapid load changes. Then, the open-
switch faults are obtained under a constant angular speed ωm of the drive system. Next, the 
diagnostic method is tested for the failures that occur during motor speed acceleration. The 
results of the research have been presented similarly to the previously discussed simulations. 
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Fig. 6. The laboratory motor drive system: schematic diagram (a), photo of the induction motor drive (b) 

the power converter that supplies the DC motor (c) the fibre-optic modules of the inverter (d) 
 

4.2. Validation of the diagnostic method robustness against false alarms 
Figure 7 shows the time domain waveforms of the angular speed, currents, electromagnetic 

torque and diagnostic signal for the healthy motor drive operations that take into account va-
rious speed and load variations.  
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Fig. 7. Time domain waveforms achieved during the test of the diagnostic method robustness 

 against false alarms 
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At the instant t = 0.45 s the motor was loaded when the speed of the drive was increasing. 
Then, at t = 0.9 s the load was changed from the nominal value to zero. At t = 1.4 s the load 
torque was applied m l = mN and then at t = 3.2 s the load was reduced under the motor speed 
deceleration. In Figure 6e it is visible that the diagnostic signal does not exceed the fault 
threshold TTF = 1.15 (similarly like in the simulation tests – Fig. 3), so it is justified to assume 
that this threshold is reached only for the faulty mode of the inverter.  

 
4.3. Evaluation of the diagnostic method under constant speed operation of the DRFOC 
drive 

In the LHS column of Fig. 8 experimental results obtained for the T1 fault, which occurred 
at the instant t = 0.506 s, under the transistor conducting mode, when the current of the faulty 
inverter phase isA achieved the peak value, are presented.  
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Fig. 8. Reference ωm ref and measured ωm angular motor speed (a), phase currents isA, B, C (b), the diag-
nostic variable |tM norm| (c) and SN signal (d) during T1 open-circuit fault, for the motor drive operation 
under: LHS – nominal reference angular speed ωm ref = ωN and the load torque m l = 0.95mN; RHS – refe- 

rence angular speed ωm ref = 0.3ωN and the load torque m l = mN 
 
As can be seen in the LHS of Fig. 8(c, d), for the SN = 1, at t = 0.524 s the diagnostic 

signal achieved the fault threshold, so the fault localization time comprises 0.09 of the current 
fundamental period. Compared to the previously considered case, in the RHS of Fig. 8 results 
achieved for the T1 failure, which occurred at the instant t = 0.181 s, under the transistor non-
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conducting mode, when the current of the faulty inverter phase isA crosses the zero-level, are 
shown. As is clearly seen in the RHS of Fig. 8(c, d), for the SN = 1, at t = 0.241 s the 
diagnostic signal reached the fault threshold, so the fault localization time comprises 0.94 of 
the current fundamental period.   

The second considered group of transistor faults are single phase open-circuit failures. 
Fig. 9 presents the results which concern T1 and T4 faults, that occurred at t = 0.162 s, when 
the no-loaded motor operated at a nominal speed. At t = 0.191 s the diagnostic signal reached 
the fault threshold (Fig. 9c) when the reference voltage vector was located in the 4th sector of 
the "!$ plane (see Fig. 9d), so the failure of T4 was recognized. After that, at t = 0.234 s the 
fault of T1 was detected. As it is visible in Fig. 9c, the failure diagnostic time is shorter than 
one period of the stator current fundamental harmonic, in both cases. 
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Fig. 9. Reference ωm ref and measured ωm angular motor speed (a), phase currents isA, B, C (b), the diag-
nostic variable |tM norm| (c) and SN signal (d) during T1 and T4 open-circuit faults, for the no-loaded motor  

drive operation with nominal reference angular speed ωm ref = ωN 

 
The presented results proved the effectiveness of the proposed transistor fault diagnostic 

method in various motor drive conditions. Without regard to the fault instant, the transistor 
failure is localized faster than one period of the stator current fundamental harmonic. Additio-
nally, thanks to diagnostic signal normalization, false alarms or a false diagnosis are avoided. 
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4.4. Evaluation of the diagnostic method under DRFOC drive operation at linear speed 
changes 

In this subsection, the experimental results related to the transistor failures which occurred 
during linear changes of the drive speed are presented. In the LHS of the Fig. 10, the be-
haviour of the drive system under a single transistor fault is presented. In Fig. 10a (LHS) it is 
visible that at the instant t = 0.042 s the fault of T1 was introduced, when the speed of the no-
loaded motor was decreased. Shortly after the fault occurrence, the diagnostic variable ob-
tained the failure threshold at t = 0.045 s (see Fig. 10c). In this case, the normalized fault 
localization time tTF = 0.2 is also shorter than one current fundamental period.  

Next in the RHS of Fig. 10, the experimental results that concern the transistor faults in 
phase A of the inverter during speed increasing at 80% of nominal load torque are demon-
strated. At t = 0.146 s the transistors T4 and T1 (phase A) failures were introduced, while the 
speed of the drive was increased. First, at t = 0.157s the failure of T4 was detected and after 
that, at the instant t = 0.173 s, the T1 failure was localized. Similarly to the previously de-
scribed experimental tests, the normalized fault localization time is shorter than one current 
fundamental period, in both cases (tTF (T4) = 0.35, tTF (T1) = 0.86). 
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The obtained results proved the high effectiveness of the proposed diagnostic system under 
various load and speed operation conditions of the motor drive. The system ensures the correct 
failure localization within time shorter than one period of the stator current fundamental 
harmonic, without regard to an instant of the fault occurrence. Additionally, this method is not 
limited to the detection and localization of single switch open-circuit faults only, but also 
ensures the detection and localization of single-phase failures.  

 
5. Conclusions 

 
 The low-computational diagnostic method of the single switch or single phase open-

circuit faults in the two-level inverter fed IM drive system is proposed in this paper. The 
authors have already verified the diagnostic algorithm by some simulations in the previous 
work, but in this paper not only new simulation research results but also the detail experi-
mental validation of the method was presented. Additionally, the scheme of the diagnostic 
system was significantly simplified, which makes the approach more applicable. The proposed 
diagnostic technique ensures the correct single-switch open-circuit faults diagnosis as well as 
single-phase failures detection in a time shorter than one period of the stator current funda-
mental harmonic without regard to an instant of the fault occurrence and the drive operation 
point. The presented method gives very good results as well for constant speed operation as 
for variable speed of the drive system, under constant and variable load torque (including its 
step changes). It has been proved in simulations and laboratory experiments that the proposed 
method does not produce false alarms. The proposed method can be applied in all control 
structures of IM drives, where the information on the reference stator voltage position is 
known, like in DRFOC or DTC methods with SV-PWM. It is possible to extend this technique 
to other control strategies such as vector control with hysteresis current controllers and sinu-
soidal PWM, however in the case of these techniques the stator voltage vector magnitude and 
position have to be estimated based on the measured DC-bus voltage of the inverter. 

The presented solution requires a low-computational effort and is easy applicable in mo-
dern electrical drives. The hardware implementation of the proposed transistor fault diagnostic 
technique can be based on a simple microprocessor system or FPGA.  

 
Appendix 

Table 2. Data of the tested induction motor drive 

Quantity Symbol Physical units Per unit system 
power PN 2.2 kW 0.71 

torque mN 14.6 Nm 0.74 

speed nN 1440 rpm 0.96 

voltage uN 400 V 0.71 

current iN 4.5 A 0.71 

Per unit system values have been calculated according to [2]. 
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Abstract: The rolling element bearings are used broadly in many machinery applica-
tions. It is used to support the load and preserve the clearance between stationary and ro-
tating machinery elements. Unfortunately, rolling element bearings are exceedingly 
prone to premature failures. Vibration signal analysis has been widely used in the faults 
detection of rotating machinery and can be broadly classified as being a stationary or 
non-stationary signal. In the case of the faulty rolling element bearing the vibration signal 
is not strictly phase locked to the rotational speed of the shaft and become “transient” in 
nature. The purpose of this paper is to briefly discuss the identification of an Inner Race-
way Fault (IRF) and an Outer Raceway Fault (ORF) with the different fault severity le-
vels. The conventional statistical analysis was only able to detect the existence of a fault 
but unable to discriminate between IRF and ORF. In the present work, a detection tech-
nique named as bearing damage index (BDI) has been proposed. The proposed BDI 
technique uses wavelet packet node energy coefficient analysis method. The well-known 
combination of Hilbert transform (HT) and Fast Fourier Transform (FFT) has been car-
ried out in order to identify the IRF and ORF faults. The results show that wavelet packet 
node energy coefficients are not only sensitive to detect the faults in bearing but at the 
same time they are able to detect the severity level of the fault. The proposed bearing da-
mage index method for fault identification may be considered as an ‘index’ representing 
the health condition of rotating machines. 
Keywords: bearing damage index (BDI), inner raceway fault (IRF), outer raceway fault 
(ORF), fault severity, vibration signal 

 
 
 

1. Introduction 
 
Rotating machinery is an essential component in most of today’s manufacturing and pro-

duction industries. Fault detection techniques for rotating machinery were studied by nume-
rous researchers with an objective of reducing operational and maintenance costs besides pre-
venting unscheduled downtimes [1-2]. Bearing failure can take place because of many reasons 
such as wear, contamination, and improper installation. One of the common modes of failure 
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in a rolling element bearing is a point defect on the inner or outer raceway of the bearing [3]. 
Such defects produce a series of impacts in a vibration signal. When a running roller passes 
over the surface of the defects, a fault of a different impact will appear, with different frequen-
cies. The magnitude of frequencies is often lost in the general background noise when the de-
gree of damage is small, but because of their precise nature, they present an effective route for 
monitoring of progressive bearing degradation. To detect such faults in bearings, many kinds 
of methods have been developed so far [4-6]. One of the widely used methods for failure de-
tection and diagnosis of the rotating machines is vibration analysis. This recorded vibrational 
signal is usually non-stationary, non-linear, and with strong noise interference. The feature 
extraction of these vibration signals is a very important and difficult research task [7-8]. 

A machine in standard condition has certain vibration signatures. These signatures are mo-
dulated by a number of high-frequency harmonic components resulting from structural res-
ponse to individual impacts. Fault development changes these signatures in a way which may 
be related to these faults. This has given rise to the term ‘mechanical signature analysis’ [9]. 
To make a proper maintenance decision for rotating machinery it is helpful to know the health 
condition and severity (size) of the fault during operation [10]. S. Wadhwani et al., E. Cabal-
Yepez, and Choudary et al., suggested that as the fault increases in severity, the magnitude of 
the broadband changes in the machine vibration increases accordingly [11-13].  

Any recorded signal may be analyzed in a time domain, frequency domain, and time-fre-
quency domain. The selection of a proper signal processing technique is important for extract-
ing the fault- related information. The time domain analysis mainly uses the parameters like 
RMS value, a peak factor, a crest factor, a skewness and kurtosis [14]. Among these, the kur-
tosis has been found to be very effective. Time domain information, however, is mostly rich in 
content with little useful information. In the frequency domain approach, major frequency 
components of the vibration signals and their amplitude are used for trending purposes. The 
frequency characteristics of the vibration for a defective bearing subjected to various load 
condition have been investigated [15]. Time-frequency domain techniques have been proposed 
including Short-Time Fourier Transform (STFT), the Wigner-Ville Distribution (WVD), and 
the Wavelet Transform (WT) [16-17]. 

However, most of such methods only identify the fault type and location, lacking a quanti-
tative index to describe the fault severity which is the basis of the condition base maintenance 
[18]. A quantitative method for a fault diagnosis method is required to describe the evolution 
of fault location and identifying the fault size. Hong and Liang studied the damage degree of 
the rolling bearing in the single damage cases under the experimental simulation based on 
continuous wavelet and Lempel-Ziv indicators [19]. 

The bearings in rotating machinery should be periodically checked with a frequency spec-
trum and time signal in order to detect and study the emergent defects on the outer and inner 
races. An accurate method for the calculation of bearing defect length is needed to allow the 
quantitative determination of the defect severity. The remaining bearing life may be estimated 
based on the defect size and progression of development of the fault.  

In the present work, the bearing vibration signal is taken only to diagnose the faults in the 
bearing part and develop an improved method to identify the bearing fault for rotating ma-



Vol.  66 (2017)      Condition monitoring of induction motor bearing based on bearing damage index  107 

chinery based on a calculation of a bearing damage index (BDI) in the time-frequency domain. 
In this method, the energy of the decomposed and reconstructed signal is calculated by using 
the Wavelet Packet Transform (WPT) on different fault severity level. Then we have calcu-
lated the percentage variation of wavelet energy which is termed as a bearing damage index 
(BDI). In the further section of the paper details of measured data, specification, the analysis 
in time, frequency and time-frequency domain analysis have been presented. The results ob-
tained have been analyzed for different severity level using envelope spectra analysis. 

 
 

2. Machinery specification and vibration data 
 
In the present study, bearing vibration records have been selected from the Case Western 

Reserve University Lab data center for analysis and faults recognition [20]. The analysis is ap-
plied to a 6205 SKF deep-groove ball bearing and this bearing is used as motor shaft support 
at the drive end of a 2 HP, three-phase induction motor. The accelerometer was mounted on 
the motor housing at the drive end of the motor. The samples have been taken at 12000 per 
second for each of a 16-channel digital audio tape (DAT) recorder. The speed of the shaft is 
measured as 1797 and 1752 rpm from no load to full load respectively. The specifications of 
the bearing are: numbers of balls are 9, the ball diameter is 7.94 mm, the pitch diameter is 
39.04 mm and a contact angle is 0°. Single point faults were introduced to the test bearings 
using electro-discharge machining. The seeded fault sizes in the bearing are 0.007 inches and 
0.021 inches in diameter with the depth of 0.011 inches each.  

 

 
Fig. 1. Vibration signal for normal bearing 

 
The vibration signature of a normal bearing is shown in Fig. 1. The vibration signature for 

faulty bearings with the located fault in the inner raceway and outer raceway are shown in 
Figs. 2 and 3 with the superimposed fault level of 0.007 inches and 0.021 inches diameter 
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[20]. From the visual image of the vibration, repetitive impacts may be observed correspond-
ing to the rotation of the rolling elements past the race damage. 

 

 
Fig. 2. Vibration signal for inner race fault 

 

 
Fig. 3. Vibration signals for outer race fault 

 
 

3. Statistical analysis 
 
One of the simpler detection and diagnosis approaches is to analyze the measured vibration 

signal in the time domain.The simplest, though not the most reliable way to detect faults in 
machines, is to compare their vibration levels with standard criteria for the vibration severity. 
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In the time domain analysis, first, we use the probability density distribution function p(x) of 
the vibration signal. The probability density of the distribution of a data sample is defined as: 

   dxxpdxxtxxprob )(])([ =+≤≤ . (1) 

Since, the vibration of a normal bearing consists of the combination of numbers of separate 
independent effects, the central limit theorem indicates that its probability density will tend 
towards a Gaussian curve (bell shaped).  
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Fig. 4. Probability density distribution of IRF 
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Fig. 5. Probability Density Distribution of ORF 

 
The probability density of acceleration of a bearing in good condition has a Gaussian dis-

tribution, whereas a deterioration and damaged bearing lead to non-Gaussian distribution with 
dominant tails because of a relative increase in the number of high levels of acceleration [21]. 
This theoretical prediction is confirmed in practice. Figs. 4 and 5 show the probability density 
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distribution of a bearing in normal condition and with a case of a fault in IRF, ORF conditions. 
The taken fault sizes are 0.007 and 0.021 inches in diameter, the figure also exhibits that when 
the fault severity increases the probability density distribution become more non-Gaussian 
with the dominating tail. Mathew and Alfredson [22] reported similarity after obtaining  
a near-Gaussian distribution for some damaged bearings and the same is observed in the case 
of the probability density distribution of IRF shown in Fig. 4, which, some times, may be 
taken as a healthy bearing. 

Hence, instead of studying the probability density distribution curves, it is often more in-
formative to examine the statistical parameters. Time domain numerical parameters have been 
used as a trend to detect the presence of incipient bearing damage. In this paper, the stated 
statistical parameters have been categorized as follows: 

- measure of moments and 
- dimensionless quantity of the data. 
Mathematically the above may be calculated or expressed as follows: 
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where Xi is the data set and N is the total number of samples. 
A Measure of moments as; first and second moments are well known, being the mean 

value and the variance respectively. The third moment normalized with respect to the cube of 
standard deviation is known as the coefficient of ‘skewness’. The fourth moment, normalized 
with respect to the fourth power of standard deviation is known as ‘kurtosis’[23]. The equation 
(2) to (5) belongs to the measure of moments. The dimensionless quantities which include  
a crest factor, impulse factor, margin factor and shape factor have been calculated using Equa-
tion (6) to (9). These statistical parameters may be used to perform a quick check of the chan-
ges in the statistical behavior of the signal [24]. 

Figs. 6 and 7 show a three-dimensional (3D) graph of IRF and ORF at two different stages 
of the fault. In the 3D figure, the amplitude of measures is compared with increasing fault 
severity for IRF and ORF. The graph shows that the dimensionless quantity and the kurtosis 
(fourth moment) are more effective to investigate the fault severity level because of a signi-
ficant improvement in amplitude with the increasing fault diameter. However, numerical para-
meters can only be used for estimating the fault severity but are unable to differentiate be-
tween the IRF and ORF because the measures of the amplitude are display increasing nature in 
both types of the fault.  
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Fig. 6. A 3D plot showing the behavior of statistical parameters for healthy and inner race fault (IRF) 
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Fig. 7. A 3D plot showing the behavior of statistical parameters for healthy and outer race fault (ORF) 
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4. Bearing damage index based envelope power spectrum 
 
The main drawback of the time domain analysis is an inability to identify the location of 

faults. In the frequency domain, these faults are characterized by significant peaks at periodic 
intervals but they are of low energy. These signals are modulated by a number of high-fre-
quency harmonic components, subsequently from the structural response to individual im-
pacts. Due to this, the characteristics frequencies are missing in the noise. The characteristics 
frequencies are shown in Table 1. How to extract the fault features and identify the condition 
from vibration signals are the key steps in the fault diagnosis of rotating machinery. Signal 
processing is an approach broadly used in diagnostics since it allows directly characterizing 
the state of the system. Several types of advanced technique have a different theoretical basis, 
the results obtained are usually different. Some techniques may be more suitable than others 
for a specific system component, depending on the environmental conditions. Therefore, it is 
important to choose techniques that are the most effective for the case and situation under 
testing for a reliable diagnosis. 

The limitation of the FFT led to the development of the joint time-frequency analysis tech-
nique, in which a wavelet transform is giving information in both time and frequency do-
mains. The wavelet transform can be considered as a mathematical tool which is further ex-
tended as Wavelet Packet Transform (WPT). The WPT is a development of wavelet decompo-
sition that offers a richer range of possibilities for the signal analysis [25]. This analysis is 
obtained as a result of successive time localization of frequency sub-bands generated by a tree 
of low pass and high pass filter operations. The enhanced signal decomposition capability in 
the high-frequency region makes WPT an attractive tool for detecting and differentiating tran-
sient components with high- frequency characteristics. Wang and Zhang [26] extensively stu-
died on the Wavelet Packet Transform (WPT) and envelope analysis for rolling bearing fault 
diagnosis. However, the demodulation property of these methods is limited by the degree of 
damage of the bearing. 

In order to explore fault feature information, WPT may be used to divide finer frequency 
ranges. The finer frequencies ranges are known as sub-bands. Each sub-band covers one eight 
of the frequency information successfully. Therefore, a WPT-based method is proposed for 
the damage assessment of a bearing in the present study. The Daubechies family db10 has 
been used as a mother wavelet for wavelet packet analysis. The further energy of each sub-
band has been calculated using Parsvel’s theorem. The objective of the proposed method is to 
estimate a quantity based on WPT energy called bearing damage index (BDI) as well as to 
identify the WPT sub-band which contains maximum fault information. 

One of the most prominent vibration signal processing techniques for the detection and 
diagnosis of early faults in the rolling element is envelope analysis, originally called the high-
frequency resonance technique. For instance, when a rolling element contacts a defect on the 
inner or outer raceway, it produces an impact which in turn excites the structural modes of the 
bearing and its support. If a bearing has a spall type of defect on the raceway, every time a rol-
ling passes through the spall, it would generate an impact with relatively large amplitude and 
decay exponentially according to the damping characteristics of the structure [27]. 
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Therefore, the overall vibration signal measured on the bearing shows a pattern consisting 
of a succession of oscillating bursts dominated by the major resonance frequency of the struc-
ture. The process of demodulating the vibration signals of the resonance condition is known as 
envelope analysis which finally results in the excitation of an impulse. This impulse not only 
detects the presence of a fault but also localizes the component of the fault. It provides a me-
chanism for extracting out the periodic excitation of the resonance from vibration signals.  

The procedure of envelope analysis is as follows: first, calculate the envelope signal y(t) by 
applying Hilbert transform (HT) to vibration signal x(t); 

   [ ])()()( 22 txHtxty += . (10) 

The envelope signal of x(t) is simply the absolute value of the analytic signal |y(t)|.  
The Hilbert transform can be said to be the relationship between the real and imaginary 

parts of the FFT of a one-sided function. Assume a piece of signal x(t) its Hilbert transform 
H[x(t)] which is defined as: 
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where, t and τ are time and translation parameters, respectively. 
The next step is to go for Fourier Transform of the envelope signal in order to get the fre-

quency domain information and calculate the spectrum.  
Step for calculating BDI based enveloped power spectrum demonstrated as follows: 

 1) Take the measured healthy and faulty signals of IRF and ORF at 0.007 and 0.021 
inches for each diameter of a fault. 

2) Decompose all five signals using WPT up to level three. 
3) Reconstruct each node using Db10 coefficients. 
4) Calculate node energy Ei (I = 1, 2, 3….8) for one healthy and four faulty signals. 
The energy of each node reconstructed signal can be obtained by 

   ∑
=

=
N

i
i xE

1

2
1 , (12) 

where, N is the number of the sample in the reconstructed signal. 
5) Calculate the percentage of the damage with the help of the bearing damage index 

(BDI) as shown in the flow chart. 
6) Select a higher index node for identification of bearing characteristic frequency. Be-

cause the resonant vibration existing in a higher node energy,  
7) Perform Hilbert transform to obtain analytical signal y(t). 
8) Perform spectrum analysis of signal y(t). 
9) Identify theoretical characteristic frequency of the bearing. 
Table 1 shows the theoretical characteristic frequencies at rated load based on the geo-

metric structure of the bearing used in this work. These frequencies are Fundamental Train 
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Frequency (FTF), Ball Spin Frequency (BSF), Outer Raceway Fault (ORF), and Inner Race-
way Fault (IRF) frequencies and have been calculated as follows: [28-29]. 

Fundamental train frequency, 
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Ball spin frequency, 
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Outer raceway frequency, 

   )(FTFNORF ×= . (15) 

Inner raceway frequency, 

   ( )( )FTFfNIRF r −×= . (16) 

where, fr, Bd, Pd, θ are the running speed frequency, the ball diameter, pitch diameter and 
contact angle respectively. Manufacturers often provide these defect frequencies in the bearing 
data sheet. 

 
Table 1. The theoretical characteristics frequencies 

Characteristics frequency Value (Hz) 

Running speed frequency, (Fr) 29.23 Hz 

Fundamental train frequency, (FTF)  11.64 Hz 

Ball spin frequency, (BSF) 68.89 Hz 

Outer race fault frequency, (RFF), 104.76 Hz 

Inner race fault frequency, (FTF) 158.34 Hz 

 
 

5. Results and discussions 
 
In this paper, we have studied a bearing fault diagnosis method of an induction motor rol-

ling bearing for its inner race and outer race. The proposed method is based on BDI and en-
veloped power spectrum using Hilbert transform, which, overcome the limitations of enve-
loped power spectrum. Fig. 8 shows the flow chart of calculation of BDI and enveloped power 
spectrum. Figs. 9 and 10 shows the calculated BDI for IRF and ORF up to three levels i.e. 
eight sub-bands or wavelet order. Further, a higher value of wavelet order is chosen to perform 
Hilbert transform and the spectral analysis. It is observed that the wavelet order 7 gives  
a higher value for both the cases IRF and ORF. These wavelet orders primarily may consist of 
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the fault information. Based on this investigation the wavelet order 7 has been chosen for the 
enveloped power spectrum.  

After performing Hilbert transform and the spectral analysis on the wavelet order 7, theore-
tical frequencies have been observed. The calculated characteristic frequencies are 158.34 Hz for 
the inner race fault and 104.76 Hz for the outer race fault as shown in Table 1. The BDI based 
enveloped power spectrum for the vibration data shows spectrum peaks values at 161.1 Hz for 
the inner race fault in Fig. 11 with a fault size equal to 0.007 and 0.021 inches. Frequency 
323.7 Hz is the multiple of 161.1 Hz which also confirms the existence of the inner race fault 
in the rolling bearing. Similarly, frequency 107 Hz observed for the outer race fault in Fig. 12 
with fault sizes of 0.007 inches and 0.021 inches and frequency 215.3 Hz multiple of 107 Hz 
which ensure the existence of the outer race fault in the rolling bearing. The obtained frequen-
cies are near to the calculated frequency as per Table 2. Frequency peak 30.03 Hz is the run-
ning speed frequency which is also present in both Figs. 11, 12 and represents the rotational 
speed of the induction motor. The above analysis shows that energy of the wavelet orders is 
sensitive to the faults identification in bearings. 

 

 
Fig. 8. Flow chart for calculation of bearing damage index 



                                                                          R.K. Patel, V.K. Giri                                           Arch. Elect. Eng. 116

1 2 3 4 5 6 7 8
-25

-20

-15

-10

-5

0

5

Wavelet Orders

V
ar

at
io

n 
Pe

rc
en

t o
f W

av
el

et
 E

nr
gy

 S
pe

ct
ru

m
 (%

) Bearing Damage Index for Inner Race Fault

 

 

0.007 Inch Fault
 0.021 Inch Fault

 
Fig. 9. Bearing damage index of inner race fault 
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Fig. 10. Bearing damage index of outer race fault 

 

 
Fig. 11. Power spectrum of inner race fault  



Vol.  66 (2017)      Condition monitoring of induction motor bearing based on bearing damage index  117 

 
Fig. 12. Power spectrum of outer race fault  

 
Table 2. Comparison of observed and theoretical frequency 

 Theoretical calculated frequency (Hz) Observed frequency (Hz) 

IRF 158.3 Hz 161.9  Hz 

ORF 104.7  Hz 107.7  Hz 

 
 

6. Conclusions 
 
The parameters calculated from time domain are not capable of identifying the fault in the 

bearing. Results show that kurtosis and dimensionless quantities are more sensitive towards 
the fault severity but fail to find the location of the fault. A new approach based on BDI en-
veloped power spectrum is proposed. In order to calculate BDI, Wavelet Packet Transform 
(WPT) is used which is a time-frequency analysis and has great advantages in dealing with the 
vibration signature of the bearing health monitoring system. The BDI has been used as selec-
tion criteria of the wavelet order for enveloped power spectrum to find out the theoretical cha-
racteristic frequency for outer and inner race defective bearings from noisy vibration signals.  
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Abstract: The paper presents a comparison of higher harmonics in induced phase volt-
ages of a stator winding in the no-load state of a three-phase 5.5 kVA salient pole syn-
chronous generator. The comparison is carried out for the synchronous generator with 
different salient pole rotor constructions: a non-skewed solid rotor, a non-skewed solid 
rotor with radial incisions, and a laminated electrotechnical steel rotor with skewed slots 
and damping bars. The calculations of higher harmonics are based on the magnetic field 
distributions in the air gap, which are carried out in a 2D model in a FEMM program and 
on the induced voltage waveforms in the stator windings registered during experimental 
investigations of the 5.5 kVA salient pole synchronous generator in the no-load state. 
Key words: salient pole synchronous generator, higher harmonics, solid rotor, rotor with 
radial incisions, laminated rotor 

 
 
 

1. Introduction 
 
The distribution of the magnetic flux density in the air gap of a salient pole synchronous 

generator has an influence on the occurrence of higher harmonics in voltage induced in the 
stator windings [1-8]. The shape of the stator and rotor magnetic surfaces has an influence on 
the distribution of the magnetic flux density along the air gap circumference, and the magnetic 
flux density: 

– decreases at the stator and rotor slot opening, 
– increases if the length of the air gap decreases.  
Knowledge about the effective air gap length allows, for example, an analytically more 

precise specification of: self- and mutual inductances, the distribution of flux density in the air 
gap, voltages induced in the stator windings etc. [9-14]. The effective air gap length is calcu-
lated from the initial length of the air gap by taking into account the total Carter Factor, which 
is the sum of two factors [4, 14, 15]. The first factor is calculated by assuming a smooth rotor 
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surface and taking into account stator slots. The second factor is calculated by assuming  
a smooth stator surface and with rotor slots. In electrical machines the problem of variations in 
the distribution of the magnetic flux density due to stator and rotor slot openings was first 
solved by F.W. Carter in 1901 [16]. Generally, the variations in the distribution of magnetic 
flux density are taken into account in increases of the initial length of the air gap by means of 
the Carter factor [4, 14-16]. Variations in the distribution of the magnetic flux density in a one 
sided uniform air gap (including the slots on the stator or on the rotor side) can be determined: 

– by the quotient of minimum to maximum magnetic flux density [14, 15] 
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where: Bmin is the minimum magnetic flux density, Bmax is the maximum magnetic flux 
density, u is the coefficient 
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, 
δ0 is the initial length of the air gap, bs is the length of the stator slot opening, B0 is the 

average magnetic flux density,  
As shown in [4] when assuming no eddy currents and the same length of the air gap, if the 

relation between the length of the stator slot opening and the stator tooth pitch is bs/τs < 0.625, 
then an analytical expression of the flux density variations in an air gap can be described as: 

– if 0 < α < 0.8α 
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– if 0.8α < α < 0.5αd 

 max)(α BB = , (4) 

where: β = B0/Bmax, α is the angle of the stator slot opening in relation to the rotor circumfe-
rence [4], α0 = 2bs/d = bs/rs, d is the inner stator diameter, rs is the inner stator radius.  

In a salient pole synchronous generator the magnetic rotor asymmetry (in the direct and 
quadrature axes) and the shape of a pole shoe with various lengths of an air gap and with the 
bars of the damping cage (placed inside the pole shoes) mean that the air gap is more complex 
than in cylindrical or asynchronous generators. The air gap length has a significant influence 
on the magnetic flux density distribution and on the induced stator voltage waveforms [1-13, 
17, 18].  

Most frequently, the pole shoes in a salient pole synchronous generator are made of solid 
iron or with electrotechnical sheets (up to 2.5 mm in thickness) [14].  
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The presence of a rotor damping cage during the cooperation of a synchronous generator 
with a power grid allows the shortening of many transient processes [19-21] and the presence 
of a damping cage is not a subject of discussion. But in the case of the synchronous generator 
set (working as a back-up power system), the presence of a damping cage is debatable parti-
cularly in the no-load state. The damping cage can be made of solid iron [14].  

Apart from the stator and rotor slotting and the type of stator and rotor windings and 
damping cage, the inner eccentricity of the stator and rotor has an influence on the distribution 
of the magnetic flux density in the air gap of a salient pole synchronous generator. This 
problem is widely discussed in many papers [22-25].  

Because of the small initial length of the air gap, the influence of the air gap length on the 
eddy currents and power loss in the solid elements in low-power synchronous generators is 
more visible than in high-power ones. The depth of eddy current penetration λ is determined 
as [14, 15]: 

 
rf μγ

105λ
5⋅= , (5) 

where: f is the frequency, γ is the electrical conductivity, μr is the relative magnetic perme-
ability. 

Frequently, electrotechnical sheets are used as a method of eddy current reduction in pole 
shoes [14]. The other method of reducing the eddy currents shown in this paper is by making 
radial incisions across the width of the pole shoe [18]. According to expression (5), the depth 
of an incision across the width of the pole shoe depends on the frequency of the magnetic field 
and the type of rotor material (its electrical conductivity and magnetic permeability).  

This paper presents the influence of the pole shoe radial incision across the width of the 
pole shoe: 
 – on the distribution of the normal magnetic flux density in the air gap of a 5.5 kVA salient 

pole synchronous generator, 
– on the waveform of voltages induced in the stator windings. 
The air gap length δ between the stator and solid pole shoe in relation to the initial length 

of the air gap in the longitudinal axis of the examined 5.5 kVA salient pole synchronous 
generator is expressed as [18]: 

 
α

δ
δ

cos
0= , (6) 

where: δ is the air gap length between the stator and solid pole shoe, δ0 is the initial length 
of the air gap in the longitudinal axis, α is the electrical angle of the pole shoe which is calcu-
lated in relation to the longitudinal axis. 

The visualization of air gap length δ between the stator and solid pole shoe and the depth 
of incision δi across the width of the pole shoe in relation to the initial length of air gap δ0 and 
inner stator radius rs are shown in Fig. 1. 
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Fig. 2 shows the relative influence of the air gap length δ (6) and of radial incision of 
a pole shoe on the effective air gap length in relation to inner stator radius rs and diameter d vs. 
the electrical angle of the pole shoe α in relation to the longitudinal axis. 

 

δ0

rs

δi

pole shoe 

Fig. 1. Visualization of the air gap length δ 
and the depth of incision δi across the width 
of a pole shoe in relation to the initial length 

of the air gap δ0 and inner stator radius rs 
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Fig. 2. Relative influence of the air gap 
length δ and the radial incision δi of a pole 
shoe in relation to inner stator radius rs and 
diameter  d  vs.  electrical angle α of the  pole 

shoe 

 
The introduction of the radial incisions on the pole shoe surface results in even loss of the 

steel (Figs. 1 and 2) and has the effect of flattening the resultant magnetic flux density in the 
air gap [14, 18]. The effect of flattening the resultant magnetic flux density due to the radial 
incisions on the pole shoe surface has a similar effect to the case of the pole shoe saturation 
[14, 18]. The advantage of radial incisions on the solid rotor on the pole shoe surface is that 
the incisions can be done by utilising a simple lathe. The depth of the radial incisions on the 
examined rotor circumference is equal to 2δ0 (Fig. 2). 

Due to the complex air gap, more detailed results are obtained using Finite Element Me-
thod (FEM) software for 2D or 3D models [12, 26]. Simulations of the magnetic flux density 
distribution and induced voltages with the FEM software are very similar to the results of ex-
perimental investigations due to the fact that the FEM models include many construction 
details [11, 12]. But the FEM calculations also have many disadvantages, for example [11, 12, 
27, 28]: 
 – the length of time required for the calculations in FEM programs is longer than in an 

analytical way,  
 – commercial FEM programs are very expensive and require detailed knowledge about the 

construction of the electrical machine,  
– FEM models require a large number of constructional details,  

 – for a beginner or even a person with intermediate skills, considering which electromag-
netic parameters have a direct influence on the final results is difficult.  
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Therefore, simulations of the magnetic flux density distribution and induced voltages in 
electrical machines are often carried out by means of both analytical expressions, circuital 
models and/or FEM software [3, 5-12, 27-29]. 

In this paper the simulation of the magnetic flux density distribution and experimental 
investigations of induced voltages are carried out for the salient pole synchronous generator 
rated: SN = 5.5 kVA, UN = 400 V (Y), IN = 7.9 A, cosϕN = 0.8, nN = 3000 rpm, the number of 
pole pairs pb = 1, the number of stator slots Qs = 24 with a single-layer winding, rotor: with 
and without the skew angle αq = 15° (the skew angle is equal to a single stator tooth pitch). 
Moreover, magnetic flux density distributions are determined in the air gap of the examined 
5.5 kVA salient pole synchronous generator after creating the geometry of the 2D field model 
in the FEMM program [9, 11-13, 26]. In calculations of the distribution of the magnetic flux 
density the presence of eddy currents is omitted in the 2D field model due to the powering of 
the field winding by DC nominal current at no-load If 0 N = const. 

 
 

2. Distributions of magnetic flux density 
 
The distribution of the magnetic flux density lines is obtained taking into account the non-

linear material properties. Fig. 3 shows two no-load magnetisation characteristics obtained 
from the measurement set for the 5.5 kVA salient pole synchronous generator with two rotor 
structures. One of the no-load characteristics is for a salient pole synchronous generator with  
a factory rotor made of insulated electrotechnical sheets and the second one is for a generator 
with a solid rotor with radial incisions. 

 

solid rotor with incisions
rotor with electrotechnical sheets

If0N

UphN

 
Fig. 3. Comparison of the two no-load magnetisation characteristics of the 5.5 kVA salient pole  

synchronous generator with two rotor structures obtained from the measurement set 
 
Figure 3 shows that the presented no-load characteristics are very similar.  
Figures 4 and 5 show the distribution of the magnetic flux density lines of the examined 

5.5 kVA nonlinear salient pole synchronous generator in the no-load steady state in the Finite 
Element Method Magnetics (FEMM) freeware program [26]. The magnetic flux density lines 
are obtained from DC current If0N flowing in the field winding. In the FEMM 2D software, the 
skew effect in the normal component of magnetic flux density distributions is obtained by 
subdividing the active rotor length into 79 skewed axial slides along the axial length (39 radial 
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incisions and 40 without radial incisions – detailed in Fig. 9b). The normal component of 
magnetic flux density Bns with the rotor skewed slots is calculated as [7]: 
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where: αq is the electrical skew angle, Bns, Bn are the normal component of magnetic flux 
density in a non-skewed and skewed rotor, respectively. 

 

 
(a) 

 
(b) 

Fig. 3. General view of the distribution of the magnetic flux density lines in the no-load steady state in 
the examined 5.5 kVA salient pole synchronous generator: with solid rotor without radial incisions (a), 

with solid rotor with radial incisions (b) 
 
The distribution of the magnetic flux density lines of the examined 5.5 kVA nonlinear 

salient pole synchronous generator with the rotor made of 0.5 mm insulated electrotechnical 
sheets (with an air gap as in the case of the solid rotor without radial incisions) is the same as 
shown in Fig. 4a.  

 

solid rotor with incisions
rotor with electrotechnical sheets

If0N

UphN

 
Fig. 4. Comparison of the two no-load magnetisation characteristics of the 5.5 kVA salient pole synchro-

nous generator with two rotor structures obtained in the measurement set 
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Differences in the distribution of the magnetic flux density are more evident in Fig. 5 
(detailed view of the air gaps) and in Fig. 6, where the comparison of the distribution of the 
normal component of magnetic flux density in the air gap vs. the circumference of the two 
rotor types is shown.  

 
(a) (b) 

Fig. 5. Detailed view of the distribution of the normal component of magnetic flux density lines in the 
no-load steady state in the air gap with rotor: without radial incisions (a), with radial incisions (b) 
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(b) 

Fig. 6. Comparison of normal component of magnetic flux density distributions for the examined syn-
chronous generator with: a non-skewed and skewed solid rotor (a), a non-skewed and skewed solid rotor 

with the radial incision (b) 
 
Fig. 6 shows a comparison of the distribution of the normal component of magnetic flux 

density in the air gap for the synchronous generator with and without the radial incisions and 
with and without the skew angle. The distribution of the normal component of magnetic flux 
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density in the air gap for the 5.5 kVA synchronous generator with a rotor made of insulated 
0.5 mm electrotechnical sheets gives the same result as in the case of the solid rotor without 
radial incisions. 
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Fig. 7. Comparison of harmonic contents in the normal component of magnetic flux density distribu-
tions: from 1st to 13th order (a), from 15th to 31st order (b), from 35th to 55th order (c), from 57th to 

75th order (d) 
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The distribution results presented in Fig. 6 show that in the areas with a longer air gap the 
flux density distributions decrease but in the areas with a smaller air gap they increase 
(Fig. 5b). The variations in the distribution of the normal component of the magnetic flux 
density shown in Fig. 6 are caused by a permeance change between the stator teeth and slots 
on the circumference of the stator and rotor (Fig. 5).  

Figure 7 shows the comparison of the magnitude of harmonic contents in the magnetic flux 
density distributions (Fig. 6) due to the Fourier analysis.  

The comparisons shown in Fig. 7 are determined in relation to the amplitude of the funda-
mental component of the magnetic flux density distribution in the air gap for the synchronous 
generator with a solid rotor without incisions and without skewed poles. The results in Fig. 7 
reveal that the 2δ0 radial incision causes: 

– 10% reduction of the magnetic flux density fundamental component (Fig. 7a), 
– an increase of the odd harmonics up to the 17th order by a few percent, 

 – a reduction of the kQs ± 1 higher harmonic amplitudes by a few percent (k is integer 
number). 
The number of radial incisions has an influence on the increase of the odd harmonics up to 

the 17th order (Fig. 7). The radial incisions, which are the percentage loss of steel along the 
length of the pole shoe, changed the v-th harmonics of the magnetic flux density from Bnv (for 
the non-skewed rotor without incisions) to Bniv (for the non-skewed rotor with incisions) and 
from Bnsv (for the skewed rotor without incisions) to Bnisv (for the skewed rotor with incisions). 

The effect of flattening the equivalent air gap between the stator and the pole shoe (with 
the radial incision) can be reduced by incisions defined according to the relation (6). But such 
incision must be made with numerically controlled machine tools instead of a typical lathe. 
The normal component of the magnetic flux density distributions for the examined 5.5 kVA 
synchronous generator, as presented in Fig. 6, has an impact on the content of higher harmo-
nics in the induced stator phase voltages. As was shown in [9, 18], the wave-shape of the in-
duced stator phase voltages is influenced not only by the magnetic flux density distributions 
(Fig. 5) but also by the winding coefficient (which for a single-layer winding depends on the 
winding distribution, slot opening and rotor skew coefficients). 

 
 

3. Voltages induced in the stator windings 
 
In the no-load state of the salient pole synchronous generator (currents ia, ib and ic are equal 

to zero) without the power grid and a damping cage, voltages: ua, ub, uc induced in the stator 
windings and uf in the field winding, taking into account the electrical angle of the rotor posi-
tion θ, can be derived for the stator windings (in stator coordinates) and for the field winding 
in rotor coordinates [11, 12] 

 a
a u

t
=
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) ,(θdΨ fi

,  b
b u
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d
) ,(θdΨ fi

,  c
c u

t
=

d
) ,(θdΨ fi
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d
dθ =

t
, (10) 

where: a, b, c and f are the indexes of stator windings and field winding, ua, ub, uc and uf  are 
the stator phase voltages and field voltage,Ψa, Ψb, Ψc and Ψf  are the stator and field linkage 
fluxes, θ is the electrical angle of the rotor position, θ = θmp, θm is the mechanical angle of the 
rotor position, ω = dθ/dt is the electrical angular velocity, Rf  is the resistance of the field 
winding, if  is the field current, p is the number of pole pairs.  

Based on expressions (8)-(10) and the relations between the magnetic fluxes and magnetic 
flux densities and taking into account ω = const and if = If0N = const (If0N – nominal field 
current at no-load), the induced phase stator voltages ua, ub, uc and uf can be expressed as: 
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where: Ba, Bb, Bc and Bf are the stator and field density of magnetic fluxes with and without 
the rotor skew (eg. Fig. 6), Ns, Nf are the number of stator and field windings, rs, rr are the 
inner stator and outer rotor radius, ls, lr are the length of stator and rotor, kw is the winding 
factor: kw = kd kp kb kq [9, 14], kd is the distribution factor, kp is the pitch factor, kbv is the slot 
opening factor, kqv is the skew factor, kwf is the field winding factor.  

The problem of the influence of the pitch- and winding distribution, and slot-opening and 
slot-skewing winding factors (of the 5.5 kVA salient pole synchronous generator) on the re-
duction of the harmonic contents in induced stator voltages in the most frequently used 
windings: single-layer, double-layer and triangular, is widely discussed in [9]. 

Fig. 8 shows the comparison of the lower order harmonics of magnetic flux density (shown 
in Fig. 6) and magnetic flux density derivatives for the synchronous generator with a solid 
rotor without incisions. Lower order harmonics of magnetic flux density for the generator with 
solid rotor with incisions are very similar to ones presented in Fig. 8 and are omitted. The 
differences in magnitudes of the harmonics are better visible in Fig. 7. Fig. 8 shows that the 
 ν-harmonic presence in magnetic flux density is enhanced ν-times in magnetic flux density 
derivatives. The ν-harmonic in magnetic flux density enhanced ν-times by derivatives has 
significant influence on the increase of the harmonic content in the induced stator voltages-
expression (11).  
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Fig. 8. Comparison of the lower order harmonics: of magnetic flux density (a), 
 magnetic flux density derivatives (b) 

 
Fig. 9 presents winding coefficients for a single layer three-phase winding [9]. The follow-

ing parameters of the 5.5 kVA synchronous generator are used in calculation of the winding 
factors of the harmonic ν [9]: the number of phases m = 3, the number of pole pairs pb = 1, the 
number of stator slots Qs = 24, the stator slot opening bs = 3 mm, the coil pitch in per unit 
y = 1. 
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Fig. 9. Winding factors for single layer winding of the 5.5 kVA synchronous generator: kp and kd (pitch 
and distribution factors) (a), kb and kq (slot opening and skew factors) (b), kw = kp kd kb kq (total factor) (c) 

 

Fig. 10 presents the waveforms of the induced stator voltages of the examined 5.5 kVA 
salient pole synchronous generator in no-load state calculated in Matlab from expression (11)  
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Fig. 10. Waveforms of the induced stator voltages under no-load conditions for the examined 5.5 kVA 
synchronous generator with the following rotors: solid, skewed and non-skewed (a), solid, skewed and 

non-skewed with radial incisions (b) 
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Fig. 11. Individual harmonic distortion of the induced stator voltages under no-load conditions for the 
examined 5.5 kVA synchronous generator: from 3rd to 25th order (a), from 27th to 49th order (b) 
 

and utilising the normal component of magnetic flux density distributions (presented in Fig. 6 
for the synchronous generator with the following rotor structures: solid with and without 
skew, solid with and without radial incisions). Fig. 10 presents the calculated waveforms of 
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the induced stator voltages only in phase a. Voltages ub and uc are very similar to ua (Fig. 10) 
and are shifted by the electrical degree of 2π/3. Moreover, Fig. 11 presents the individual har-
monic distortion IHDua in relation to the fundamental component of the induced stator vol-
tages of the synchronous generator with the non-skewed solid rotor.  

Comparing the induced stator voltages (Fig. 10), the magnetic flux density derivatives 
(Fig. 8) and the winding factors (Fig. 9) it can be concluded that the higher harmonic content 
is primarily influenced by the product of the electrical angular velocity ω and derivatives of 
magnetic flux density ∂B/∂θ. The product ω(∂B/∂θ) is reduced by the winding factors (Fig. 9). 
The greatest reduction of the harmonic content in the induced stator voltages is achieved by 
skewing the rotor (Fig. 10c). The rotor skewness has a very small influence on harmonic 
reduction of the 3rd and 5th order harmonics (Figs. 9-11).  

 
 
 

4. Experimental investigations  
 
 Experimental investigation of the influence of the rotor incisions on the waveforms of 

induced stator voltages of the 5.5 kVA salient pole synchronous generator is carried out by 
comparison of the induced stator voltages for the three rotor structures shown in Fig. 12. 
Fig. 12 shows [18]:  

– a non-skewed solid rotor,  
– a non-skewed solid rotor with 39 radial incisions, 
– a skewed rotor with insulated electrotechnical sheets and open (not shorted) damping 

bars.  
 

 
(a) 

 
(b) 

 
(c) 

Fig. 12. View of the pole shoe surfaces of 
three salient pole rotors: a non-skewed solid 
rotor (a), a non-skewed solid rotor with ra-
dial incisions (b), rotor with insulated elec-
trotechnical sheets with skewed slots and  

open damping bars (c) 

 
Experimental investigations of the 5.5 kVA salient pole synchronous generator with the 

three rotor structures are carried out using the measurement set shown in Fig. 13. 
Fig. 14 presents a simplified block diagram of the measurement set (shown in Fig. 13). 
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Fig. 13. General view of the measurement set 
used for the investigation of the 5.5 kVA 
salient  pole  synchronous  generator  with the 

three rotor structures 
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Fig. 14. Simplified block diagram of the measurement set used for the investigation 
 of the 5.5 kVA salient pole synchronous generator 

 
Fig. 15 presents the registered waveforms of the induced stator voltages and the field vol-

tage as well as the current of the examined 5.5 kVA salient pole synchronous generator in no-
load state. During the experimental investigations the synchronous generator was running with 
the following rotor structures: solid, non-skewed, solid, non-skewed with radial incisions, and 
skewed with insulated electrotechnical sheets. Moreover, the field winding of the examined 
5.5 kVA salient pole synchronous generator for all cases was powered by a DC voltage source 
(Uf = const-shown in Fig. 15c) for the same RMS value of 230 V of the fundamental com-
ponent phase stator voltages. As shown in [11], when powering the field winding of the 
5.5 kVA salient pole synchronous generator, in induced ua, ub and uc voltage waveforms (11) 
in no-load state, the total harmonic distortion THDu is the lowest. So, during the experimental 
investigations the field winding of the examined 5.5 kVA salient pole synchronous generator 
is powered using a DC voltage source.  

Fig. 16 shows a comparison of the individual harmonic distortion (IHDua) in the induced 
stator voltages in phase a shown in Fig. 15. IHDua is calculated due to the Fourier analysis of 
voltage ua with respect to the fundamental component. 
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Fig. 15. Waveforms of the induced stator voltages under no-load conditions for the examined 5.5 kVA 
salient pole synchronous generator with the following rotors: solid, non-skewed (a), solid, non-skewed 

with radial incisions (b), skewed, made of electrotechnical sheets (c) 
 
Based on the presented waveforms in the induced voltages in the stator winding in no-load 

state of the examined 5.5 kVA salient pole synchronous generator (Fig. 15) and on individual 
harmonic distortion (Fig. 16), the total harmonic distortion (THDua, THDua-ri and THDua-e) 
counted up to the 75th harmonic is equal to: 
 – THDua = 16.39% for the generator with a solid, non-skewed rotor without radial in-

cisions (THDua-c = 17.23% calculated for generator with the same rotor construction – 
details Fig. 11), 

 – THDua-ri = 9.58% for the generator with a solid, non-skewed rotor with radial incisions 
(THDua-ri-c = 18.34% calculated for generator with the same rotor construction – details 
Fig. 11), 
– THDua-e-s = 9.30% for the generator with a skewed rotor made of electrotechnical sheets 

(THDua-s-c = 10.35% calculated for a generator with the solid, skewed rotor without incisions – 
details Fig. 11). 
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Fig. 16. Comparison of individual harmonic distortion in the induced voltages in stator winding in no-
load state of the 5.5 VA salient pole synchronous generator with three rotor constructions: from 3rd to 

13th order (a), from 15th to 31st order (b), from 35th to 55th order (c), from 57th to 75th order (d) 
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5. Conclusion 
 
The main motivation of this paper is to show the influence of the radial incisions, saliency 

and the skewness of the rotor and the stator slotting on the higher harmonic contents in the 
magnetic flux density in the air gap (calculated during simulations in the FEMM program) and 
in the voltage waveforms induced in the stator winding (registered in a single-layer winding 
during experimental investigations) in the no-load state of the salient pole synchronous 
generator. The simulations and experimental investigations were carried out for the low power 
5.5 kVA salient pole synchronous generator with a solid, non-skewed rotor, with a solid, non-
skewed rotor and radial incisions, and with a skewed rotor made of electrotechnical sheets. 
Based on the presented comparison of THDua and THDua for the examined 5.5 kVA synchro-
nous generator, it can be concluded that the introduction of 39 constant depth radial incisions 
on the rotor solid surface of the pole shoe equal to 2δ0: 

– reduces the amplitude of the magnetic flux density by 10% (Figs. 6 and 7), 
 – increases by 32% the 3rd harmonic in the component of the normal magnetic flux 

density and reduces by 43% its participation in the induced stator voltages, 
 – in the induced stator voltages gives a similar higher harmonic spectrum to the case of the 

generator with the rotor made of electrotechnical sheets. 
The higher harmonics that occur in the induced voltages of a single-layer stator winding 

are v-times lower than in the normal component of the magnetic flux density. This is due to 
the fact that in the single-layer stator winding the harmonic contents are reduced by pitch, slot 
opening and skew winding factors. 

During the experimental investigation of the three-phase salient pole synchronous 
generator with a solid, non-skewed rotor with radial incisions, the total harmonic distortion 
was found to be 9.58%. THDua-c obtained from the 2D model in FEMM program (without 
eddy current) and expression (11) is 18.34%. It means that there are some differences between 
FEMM’s 2D model and the investigated generator that have an influence on the harmonic 
content. These differences can be explained by: 
 – different saturation in the 2D model and in the investigated 5.5 kVA synchronous 

generator,  
 – omission of eddy currents in rotor poles in the 2D model (eddy currents have a shielding 

effect on magnetic flux density distribution [30]), 
 – different shape and nonuniformity of the real air gap along the length of the rotor and 

stator than in the 2D model. 
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Abstract: Reduction of the Total Harmonic Distortion (THD) in multilevel inverters re-
quires resolution of complex nonlinear transcendental equations; in this paper we pro-
pose a combination of one of the best existing optimized hardware structures with the re-
cent firefly algorithm, which was used to optimize the THD, through finding the best 
switching angles and guaranteeing the minimization of harmonics within a user defined 
bandwidth. The obtained THD through the simulation of the thirteen-level symmetric in-
verter has been reduced down to 5% (FFT of 60 harmonics). In order to validate the sim-
ulation results, a thirteen-level symmetric inverter prototype has been made, and practi-
cally experimented and tested with different loads. Consequently, the measured THD 
with resistive load was 4.7% on a bandwidth of 3 kHz. The main advantage of the 
achieved work is the reduction of the THD. 
Key words: firefly algorithm (FFA), genetic algorithm (GA), inverter, multilevel, opti-
mized THD 

 
 
 

1. Introduction 
 
Through the last few years, there have been extensive researches about substitutes of con-

ventional energies through renewable energies. This new type of energy can be produced by 
wind turbines and Solar Photovoltaic Energy. Such a solution needs systems to stock and con-
vert the energy. Considered as one of the crucial parts that allow delivering clean Alternating 
Current (AC), inverters have been one of the important research axes, the main ambition was 
to increase the quality of the output waveform, in addition to promote and improve friendly 
environment systems [1, 2]. 

It is well established that a multilevel inverter (MLI) can produce a high quality signal and 
low Total Harmonics Distortion (THD) [3, 4, 8, 12]. In fact, during these many years, several 
applications using multilevel inverters have been proposed and realized. 
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The most important structures of multilevel inverters can be classified into three types,  
a diode-clamped, flying capacitors and a cascaded H-bridge [3, 4]. 

The first diode-clamped inverter and also called neutral-point-clamped was introduced the 
first time by Nabae in 1981 and was essentially a three-level-clamped inverter, where during 
the off period of the PWM each output terminal will be clamped to the neutral potential [4, 5], 
this is shown in Figure 1a. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 1. Three-level-diode-clamped inverter: (a) three-level flying capacitor inverter; (b), 
 three-level H-bridge inverter (c) 

 
The first flying capacitor inverter has been introduced by Meynard in 1992, a 3 level topo-

logy single phase of this inverter is illustrated in Figure 1b, it is similar to the first type but the 
clamping diodes are replaced by a capacitor [4, 6]. 

The third type is the cascaded H-bridge multilevel inverter, which offers a design with less 
power devices. This design offers a higher number of levels, but requires an isolated and se-
parated DC source for each H-bridge [3].  

This structure has been introduced the first time by Hammond in 1997, Figure 1c [3, 7]. 
The cascaded multilevel inverter has been previously designed for Static VAR compensator 
and motor drives, but the topology has been also used to interface with renewable energy 
sources, because it uses separated dc sources. [3, 4, 7], accordingly, the produced AC voltage 
is generated by connecting multiple Cells in series. Each cell will generate three levels +Vdc, 0 
and !Vdc. Consequently, connecting n cells will generate 2n + 1 levels. 

In addition to the three types described above, other Hybrid topologies have been deve-
loped, a diode-clamped or flying capacitor with a cascaded H-bridge. [4]. 

Resolving the inverters problem does not depend only on the hardware, it depends also on 
the sequence and the timing of controlling each switch in the structure, this can become com-
plicated when the number of switches increases, the goal is to get a smooth clean signal at the 
output of the inverter, choosing the best switching time for each switch will significantly re-
duce the THD.  

Usually solving the switching time problem, or finding the best switching angles requires 
resolving complicated nonlinear transcendental equations, the number of variables will in-
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crease when the number of switches increases, therefore new methods have been introduced 
such as Particle Swarm Optimization (PSO), Genetic Algorithms (GA) and biogeographical 
based optimization (BBO) [9, 10, 11]. In our proposed solution, the reduction of the THD is 
accomplished by using the recent firefly algorithm (FFA). 

The rest of the paper is organized as follows: in Section 2, the necessary theory back-
ground, signal synthesis, optimization problem definition, in Section 3, introduction of the 
firefly algorithm and proposition of solving the optimization problematic presented in Sec-
tion 2, Section 4, contains the used hardware, application of the simulation results to build the 
13-level inverters, Section 6, presentation of the experimental results and finally, the last 
section is a conclusion, reporting the benefits and features of the proposed method. 

 
 

2. Background and problem statement 
 

 
Fig. 2. Typical K Multilevel inverter output waveform 

 
A typical K multilevel inverter voltage waveform will look like the waveform in Figure 2, 

where θ1, θ2,…, θK are the switching angles, θ1 < θ2 < ,…, < θK < π/2 [10]. 
Since this function is periodic, as per the Fourier theory the function can be expressed by 

a sum of sines and cosines. 
The output voltage function can be expressed by: 

 ∑∞
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n nn tnBtnAatf , (1) 

where ω = 2π/T and T is the period of the function. 
The reference signal is half wave symmetry and odd at the same time, therefore we can 

write it as: 
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Our objective is to have a pure sine wave at the output. Therefore, it is possible to find the 
angles θ1 < θ2 <, …, < θK < π/2 in order to illuminate the lower order harmonics and have the 
THD at minimum (ideally zero). The desired output signal is in Equation (6). 
 

 tVtf ω=ω sin)( 1 , (6) 

where V1 is the fundamental. 
Actually, this will be achieved by targeting a maximum value of V1, and minimizing the 

amplitude of the other harmonics. In order to solve our problem we have gathered all the 
parameters in the system of Equations (7) [9, 10]. 

One solution set is found by zeroing the K-1 equations, in (7).  
As an example, for K = 6 the target solution will eliminate all the harmonics up to the 11th 

one.  
The methods used to find solution include but are not limited to iterative approaches and 

optimization methods [9]. 
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For n = 1, 3, 5……∞ (for odd ns) zero for the others. Where in this equations: θ1, θ2, ..., θK 
are the switching angles. 

In order to process the optimization and find the best angles, we need to define an object-
tive function, this one will need to maintain the fundamental harmonic at maximum, and 
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minimize the effects of the other harmonics up to a predefined range, under the constraint 
θ1 < θ2 <,…,< θK < π/2. 

One possible objective function is described in (8): 

 2
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where: 

 m=V1/(4Vdc /π) (9) 

and n is the highest rank of harmonics we want to reduce and is an odd number. 
The best solution for (θ1, θ2,…, θK) will be found by reducing F(θ1, θ2,…, θK) under the 

constraint θ1 < θ2 <,…,< θK < π/2 [9, 10]. 
Another frequently used equivalent cost function is the Total Harmonic Distortion (THD). 

By reducing the THD we ensure that our signal strongest contributor is coming from the first 
harmonic. 
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where n is the order of the highest harmonic and needs to be predefined.  
Now we have to choose an algorithm for optimization, this later needs to be able to reduce 

the function THD (θ1, θ2,…, θK), below a preferred value, once this value is reached, the opti-
mization conditions are satisfied.  

We have chosen to use the recent firefly algorithm to find the best solution and reduce the 
THD (θ1, θ2,…, θK). 

 
 

3. Firefly algorithm 
 
Today’s world development and growth are calling for more and more resources, with the 

fact that most of the resources are limited, this reality has called for a new ways to manage the 
available resources, and optimization is one of these preferred methods. The evolution of com-
puters has influenced the optimization of a wide spectrum of interests, as many new optimiza-
tion methods are being developed, such as artificial intelligence and nature – inspired meta-
heuristic algorithms [13]. 

In the late of 2007 and early 2008, Xin-She Yang has developed a new firefly algorithm 
(FA), which is one of the metaheuristic algorithms, and is based on social behavior, interaction 
and communication between fireflies. Fireflies generate bioluminescence flashes to communi-
cate with mates or to attract prey. 

Three rules below are defining the firefly algorithm [13]: 
a) Fireflies are unisex so that one firefly will be attracted to other fireflies regardless of 

their sex. 
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b) The attractiveness is proportional to the brightness, and they both decrease as the 
distance between fireflies increases. Thus for any two flashing fireflies, the less bright 
one will move towards the brighter one. If there is no brighter one than a particular 
firefly, they will move randomly. 

c) The brightness of a firefly is determined by the landscape of the objective function. 
Fireflies’ attractiveness is proportional to the light intensity seen by adjacent fireflies, we 

can now define the variation of fireflies attractiveness β with the distance r by: 

 
2

0ββ re γ−= , (11) 

where β0 is the attractiveness at r = 0. 
Considering fireflies Xi and Xj, rij is the distance between firefly Xi and Xj. 

 jiijr XX −= . (12) 

The attractiveness will be expressed as per Equation (13): 

 
2

0ββ ijre γ−= . (13) 

The firefly i is attracted to another more attractive (brighter) firefly j according to move-
ment equation: 
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The second term is due to the attraction. The third term is randomization with αt the rando-
mization parameter, and t

iε  is a vector of random numbers drawn from a Gaussian distribution 
or uniform distribution at time t [13]. 

The FFA has been developed and executed through Matlab, the pseudo code of the FFA is 
given in Figure 5. 

The work done in [15] has used more complex hardware structure, cascaded H-bridges, 
and has used the FFA not to optimize directly the THD, but to resolve the nonlinear 
transcendental equations. A similar approach has been also used in [16, 17], in our case we 
have used the THD (θ1, θ2,…, θK) as the light intensity I, the best solution will check  

),...,,( ΤΗD)( **
2

*
1best KF θθθ=X which is the lowest THD. 

The optimization of the THD will guarantee the minimization of the harmonics within the 
selected bandwidth (in our case, 3 kHz bandwidth where the fundamental is 50 Hz, 60 har-
monics were involved in the THD minimization), while in [15], the author is targeting the 
minimization of the 5th, 7th, 11th and 13th harmonics. This will not be efficient for the higher 
harmonics (from the 15th harmonic and above). 

The FA pseudo code presented in Figure 3 has been translated to a Matlab program. In all 
performed simulations we have used the parameters below: 

IT = 40 maximum generation,  
P = 50 population size, 
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K = 6 number of variables,  
β0 = 100 attractiveness at r = 0, 
γ = 1  light absorption coefficient, 
α = 100 randomization parameter. 
 

 
Fig. 3. Pseudo code of the firefly algorithm (FA) [14] 

 
The best THD has been found to be 5% for N = 60, N is the order of the highest harmonic 

of the spectrum, corresponds to 3 kHz. 
The fitness function we have used is the THD (θ1, θ2, …, θK) of the produced signal based 

on the first N harmonics of the FFT. The order of the highest harmonic N has been chosen as 
60 to cover for all the low frequencies, practically we are working up to 3 kHz. 

We have built in a program to reduce the THD for a K level inverter. The program entries 
are the number of switching angles. 

It is obvious that more switching angles will generate a better signal and therefore less 
THD. Below the simulation results for 3 and 6 angles corresponding to 7 and 13-level sym-
metric inverter. 

 

(a) (b) 

Fig. 4. Seven-level inverter output: time domain θ1 = 9.1˚, θ2 = 27.5˚, θ3 = 50.4˚ (a); FFT, THD = 11% (b) 
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(a) (b) 

Fig. 5. Thirteen-level inverter output: time domain θ1 = 5.0˚, θ2 = 14.3˚, θ3 = 24.5˚, θ4 = 35.3˚, θ5 = 46.2˚, 
θ6 = 63.7˚ (a); FFT, THD = 5% (b) 

 
Figure 4 shows the simulation results and the output of the 7-level inverter, Figure 4a 

shows the waveform in the time domain, with the perfect waveform, a pure sine wave, Fi-
gure 4b shows the FFT of the output signal. 

Compared to the work done in [11], where the obtained THD through the simulation was 
12.39%, the optimized angles were found through the BBO algorithm, the waveform is similar 
to the one generated by a symmetrical multilevel inverter, with a step of 100. While in our 
proposed method we have reached 11% THD, the result obtained in running 10 iterations of 
the built program which was based on the recent FFA. 

In order to reach the 5% THD we had to go up to a 13-level inverter, simulation results are 
shown in Figure 5.  
 
 

 
(a) (b) 

Fig. 6. Firefly algorithm THD vs. generation: (a) genetic algorithm THD vs. generation (b) 
 

We have also compared the proposed FFA to the GA tool on Matlab, see Figure 6, the pro-
posed FFA with the proposed parameters converges faster, it is 90% close to the optimum 
solution after the fourth iteration and usually the optimum solution is obtained before the 10th 
iteration. When using the GA with the same parameters, IT = 20, population size = 50, the best 
obtained fitness value with the GA is 3.9 times the value obtained by the FFA. To obtain 
similar result with the GA we need 150 generations. 
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4. Hardware implementation 
 

For the experiment we have chosen an already optimized structure, presented by Ebrahimi 
et al., in [18]. 

Figure 7a shows the sub-multilevel inverter topology proposed in [18], the typical output 
voltage of the sub-multilevel inverter is given in Figure 7b. 

 

  
(a) (b) 

Fig. 7. Sub-multilevel topology [18] (a); typical output voltage of MLI in [18] (b) 
 
The block diagram of the hardware implementation is shown in Figure 8. The thirteen-

level inverter was built around a microchip microcontroller type PIC16F628A. 
 

Fig. 8. Block diagram  
of the multilevel inverter 

 

 
The multilevel inverter consists of 4 major parts: 
1) Processor card: this is the brain of the inverter; it generates all the switching angles to 

activate the switches, to generate the exact angles, to minimize the THD. The best 
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values found through the simulation have been programmed on the PIC 16F628A, 
targeting the 5% THD. 

2) Switching card: this card contains the switching devices and isolates the control from 
the power (photo couplers), it takes controls from the processor card and switches po-
wer from the batteries pack to the H-bridge. 

3) Batteries pack: directly connected to the switching card and both make the level gene-
rator. 

4) H-bridge card: the input of the H-bridge is a half wave, the H-bridge will make the full 
wave at its output, and feeds the load. The H-bridge is also controlled by the micro-
processor. 

Three prototype cards have been made: a processor card, level generator card and the  
H-bridge card. 

 
 

5. Experimental tests and discussion 
 
Tests have been conducted with different loads to check the performance of the MLI. The 

first set of experiments has been done with a resistive load. Figure 9 shows experimental 
hardware, the 13-level inverter running with a resistive load, and an ITT OX 710c oscillo-
scope. Please note that we have also used a USB oscilloscope, type PicoScope 3204, this one 
was used to view the signal, the spectrum and to measure the frequency and the THD.  
 

Fig. 9. The 13-level inverter 
running with resistive load 

 
The experimental results have confirmed the theory, with an R load the THD was 4.6% on 

a spectrum of 3 kHz. Figure 10 shows the current with a resistive load, on a digital scope, the 
signal frequency is 50 Hz, while Figure 11 shows the spectrum of the output signal on a 3 kHz 
bandwidth. The measured value of the THD was 4.6%. This is a satisfactory result as we were 
targeting 5% THD. 
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Fig. 10. current waveform 
of the 13-level inverter with 

a resistive load 
 

 

Fig. 11. Current FFT on 3 kHz 
bandwidth of the 13-level in-
verter  with  a  resistive  load 

THD = 4.65% 
 

 

Fig. 12. Current waveform of 
the 13-level inverter with an 
inductive load L = 100 mH 

 

 
 

The second set of experiments was done with a 100 mH induction load. Figure 12 shows the 
current waveform through the inductive load. More harmonics have been filtered and we see 
that the resulting THD is 3.2%, this is shown in Figure 13. 

Figure 14a shows the shape of the output voltage of the 13-level inverter on an analogue 
scope ITT OX 710 C. Figure 14b shows the current through a motor load, current pick is 
2.5 A. 
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Fig. 13. Current FFT on 3 kHz 
bandwidth THD = 3.2%. 

The 13-level inverter with an 
inductive load, L = 100 mH 

 

 
(a) (b) 

Fig. 14. 13-level inverter: output voltage on an analogue scope ITT OX 710 C (a), current through motor 
load on an analogue scope ITT OX 710 C (b) 

 
 

8. Conclusion 
 

In this paper, the recent firefly algorithm has been used to find the best switching angles in 
order to minimize the THD on a user defined bandwidth. The method focuses on optimizing 
directly the THD and not to resolve the equations or minimizes a selected number of har-
monics. The THD over the predefined range was minimized. The best THD found through the 
simulation is 5% on a bandwidth of 3 kHz.  

One of the best optimized hardware structures of MLI has been used [18] to verify and 
validate the simulation results. 

The signal generated by 13-level symmetric inverter has a low THD, and the measured 
THD is 4.8% on a bandwidth of 3 kHz, which is a satisfactory result. Simulation results as 
well as experimental results have been shared to prove the performance of software solution 
and the used hardware structure.  

Under the same conditions (3 kHz bandwidth and 50 Hz fundamental), we have compared 
the proposed FFA to the BBO algorithm developed in [11] and the GA implemented in 
Matlab. Obtained THD by the BBO algorithm [11] was 12.39% while the obtained THD by 
using the suggested FFA was 11%. 
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In this specific problem, the FFA, compared to the GA, converged faster. 
As for future development, we need to mention that the work performed in [19, 20] is an 

excellent work, and can be considered as one of the opportunities of expansion and improve-
ment of the actual work, instead of choosing the staircase basic waveform as a target output 
voltage, we can choose to combine it with the PWM, this will reduce the number of levels, 
therefore the required hardware, the FFA will allow us to find the optimized switching angles 
to reduce the THD even further. 
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Abstract: A number of critical remarks related to the application of fractional derivatives 
in electrical circuit theory have been presented in this paper. Few cases have been point-
ed out that refer to observed in selected publications violations of dimensional uniformity 
of physical equation rules as well as to a potential impact on the Maxwell equations. 
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1. Introduction 
 
One may meaningfully benefit in many fields (also in electrical engineering) from the 

introduction of new mathematical methods or from the reapplication of already existing ones. 
A mathematical notation models real phenomena. We often face a problem, how to describe 
particular phenomenon in a comprehensive and at the same time simple way. On one side new 
phenomena are surfacing and on the other the already known are being understood better. 
Newton’s physics differs from the Einstein’s one. Quantum theory resulted with new for-
mulae. Nevertheless, new equations that model the phenomena shall be always dimensionally 
uniform. Ampere’s and Faraday’s laws haven’t changed as a result of new scientific findings. 
The dependence between the voltage at the coil and coupled alternate magnetic flux remains 
the same for decades. The same applies to Maxwellian distribution laws, although we shall 
fine-tune them with the Lorentz’s transformation for high velocities. The implementation of 
fractional derivatives shouldn’t change this principle. It shouldn’t impact basic physical laws, 
including the Maxwellian distribution laws. The implementation of fractional derivatives shall 
not contradict the laws of physics [1]. This applies to each mathematical description of any 
                                                           
* At the request of part of the reviewers this article has been considered as a discussion article. There-
fore, the Editorial Board of AEE turned to the experts indicated by the people interested in the subject 
matter, to present their views in papers or messages, which will be published in the subsequent issues of 
AEE. 
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phenomenon. A mathematical model of a process must be dimensionally uniform and comply 
with the valid laws. Each model shall be confirmed with the relevant experiment(s). Unfortu-
nately, the authors who deal with fractional derivatives sometimes don’t follow this rule. It’s 
quite common that dimensional uniformity of equations is not followed or misinterpreted by 
laws of physics that are in use. The papers [2] and [4] as well as many other may serve as an 
example here. At the same time, many authors notice the dimensional non-uniformity, as to 
mention [12], page 145, p. 3, where we find: “an auxiliary parameter is introduced in order to 
preserve the physical dimensionality of the fractional temporal operator”. We may find similar 
references in other works as well. 

Till now, the introduction of fractional derivatives has not affected the content of any well-
known textbooks in electrical circuit theory or magnetic field theory. Mentioned textbooks 
don’t refer to fractional derivatives at all. Only derivatives of natural order are used in these 
books. Similar applies to electromagnetic field wave propagation theory, wave-guide theory, 
nondestructive testing, electrical machine theory and many other fields of applied science. 

 
 

2. Curie’s law 
 
Curie’s law presented with the formula below (quoted “as is” from the paper [9]) was ap-

plied in the works [9] and [10] to model current in the capacitor: 

 ( ) nth
U

ti
1

0= 0,10 ><< tn . (1) 

The mentioned formula refers both to real (with losses, where n ≠ 1) and ideal capacitors  
(n = 1). In the case of an ideal capacitor the formula (1) will translate into (2): 

 ( )
th

U
ti

1

0= . (2) 

It doesn’t matter which power exponent n  we take, the formula (1) will not be precisely 
true. The problem with this formula has been flagged by the authors of the paper [9], who 
wrote namely: “For instance von Schweidler [2, 3] was of the opinion that the Curie current is 
abnormal and named it accordingly.  

 

 
               Fig. 1. Serial capacitor scheme                    Fig. 2. Parallel capacitor scheme 
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Many modern workers assent to the ideas of Schweidler, for instance [4]. But there are 
also a few who disagree, maybe foremost Jonscher, who in 1977 named the Curie response 
“the universal dielectric response [5]”. Without discussing further the paper [9] we can state 
that the experimental Curie formula is not the universal one. It is widely used that a real 
capacitor may be modelled with the dual schemes, serial or parallel [13]. These very simple 
schemes have been presented in Figs. 1 and 2. 

In order to obtain a general model of the capacitor we shall apply one of the canonical 
schemes (Figs. 3 and 4) 

 

Fig. 3. First canonical scheme 
 

Fig. 4. Second canonical scheme 
 

or Cauer’s schemes (Figs. 5 and 6) [13]. 
 

Fig. 5. First Cauer’s scheme 
   

Fig. 6. Second Cauer’s scheme 
 
The schemes used may be partial ones. It seems that the scheme presented in Fig. 7 might 

be feasible. 
Resistances R1 and R2 take finite values in the case of real capacitor R1 = 4 and R2 = 0 

and for an ideal capacitor. A more general model is represented by one of the long-distance 
line schemes shown above. 
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Fig. 7. Serial-parallel scheme 

 
In such a case we don’t need to use fractional derivatives that contradict well-established 

electrical circuit theory, consider how to obtain dimensionally uniform physical equations or 
reflect whether the dependence between the capacitor’s current and voltage shall be described 
by the well-known formula: 

 ( ) ( )
t

tuCti C
c d

d= , (3) 

or by dimensionally non-uniform and physically questionable one: 

 ( ) ( )
α

α

d
d

t
tuCti C

c = . (4) 

Dimensional uniformity of physical equation is fulfilled by the formula (3). On the left 
side we have current, which may be described as coulomb to second. On the right side we find 
farad multiplied by volt and divided by second, what brings us also to coulomb to second in 
the end. So we face no doubts. 

The problem arises in the case of Eq. (4). As in the previous case we have coulomb to 
second on the left side, while coulomb to second to the power of " on the right side. And 
everything works well for " = 1, but for the case considered by the author of the papers [2, 4] 
and few other works, when " … 1 dimensional uniformity is not in place and further discus-
sions aren’t correct. 

 
 

3. Fractional derivatives in electrical circuit theory 
 
Many works have been published recently that refer to fractional derivatives, namely [2, 4-9, 

10, 14-16]. They play a significant role in automatics and robotics. They may be also useful in 
other disciplines, e.g. in electrical engineering. In my opinion, the very interesting, fundamen-
tal work of prof. T. Kaczorek “Standard and Positive Electrical Circuits with Zero Transfer 
Matrices” presented at ZKWE’16 and published in Poznan University of Technology Acade-
mic Journals Issue 85 2016, which refers to this topic, contains a serious mistake in its crucial 
part [2, 4]. Unfortunately, a similar problem appears in many other works that discuss frac-
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tional derivatives. Namely, Eqs. (43-45) and (46) which we can find in the paper [2] and 
which are presented below as (5), (6), (7) and (8): 

 ( ) ( )
α

α

d
d

t
tqtic = , (5) 

 ( ) ( )
α

α

d
d

t
tuCti C

c = , (6) 

 ( ) ( )
α

α

d
Ψd
t

ttuL = , (7) 

 ( ) ( )
α

α

d
d

t
tiLtu L

L = , (8) 

are simply wrong. If to write them correctly, they look as below: 

 ( ) ( )
t
tqtic d

d= , (9) 

 ( ) ( )
t

tuCti C
c d

d= , (10) 

 ( ) ( )
t
ttuL d

dΨ= , (11) 

 ( ) ( )
t
tiLtu L

L d
d= . (12) 

Eqs. (9-11) and (12) have been known for decades. They sometimes appear in the same 
form as in the works [2, 4], but they are complemented with the factor providing dimensional 
uniformity in such a case. The Faraday’s law as presented with the formula (11) has been 
known for over 100 years. It appears in this form in handbooks, publications and monographs. 
It hasn’t been stated that the mentioned law was applied in the form proposed in the work [2] 
in any handbook. E.g., Eqs. (6) and (8) could have fulfilled the dimensional uniformity rule, if 
capacity and inductivity had been functions of time and not measured in farads or henrys. 

Consequently, following equations where fractional derivatives were used are wrong as 
well. If the equations above had been true, the dimensional uniformity rule wouldn’t be valid 
anymore. The discussed equations don’t fulfill the mentioned rule. 

Let’s look at Eq. (5) first. On the left side we have current that may be expressed with 
coulomb divided by a second, while on the right side we can see coulomb divided by a second 
to the power with the exponent different than one. This is not correct. A similar problem con-
cerns remaining equations. They are not true as well, so the whole theory established in [2, 4] 
is not true as well and it doesn’t matter, if we want to use it for the explanation of the pheno-
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mena in super or classical capacitors. The dimensional uniformity requirement must be met. 
Acting modes of circuit elements don’t influence this rule. 

The impact of using the discussed equations is even more serious. Assuming, the mentio-
ned equations were true, this would have influenced the content of the Maxwell equations 
[14]. The first two Maxwellian distribution laws [14] that create the base of electromagnetism 
wouldn’t have been valid anymore: 

 

 
t∂

∂+= DJHrot , (13) 

 
t∂

∂−= BErot , (14) 

 α

α

∂
∂+=

t
DJHrot , (15) 

 α

α

∂
∂−=

t
BErot . (16) 

With such an approach we face well-established bases of electromagnetism and the rules 
of physical formula formulation changing. If the theory presented in the works [2, 4] is true, 
we have to do with the fundamental discovery in the field of electromagnetism. If otherwise, 
the works [2, 4] contain mistake(s). 

We may have similar concerns, when we start looking at the huge energy stored by super 
capacitors. The application of the new technology increased their capacity in relation to vo-
lume significantly. However, the amount of the stored energy is determined not only by the 
capacitor’s capacity, but by voltage as well. We may conclude so based on the following 
formula: 

 
2

2CUWe = . (17) 

The energy stored within the electrical (electrostatic) field is a function of energy’s volume 
density: 

 
2

' DE ⋅=eW , (18) 

and of inter-electrode volume and may be written as follows: 

 VWW
V

ee d' ⋅= ∫ . (19) 

The energy density of an electrical field is the function of dielectric strength of inter-elec-
trode dielectric and of its permittivity ε . We may increase the electrodes’ surface, but we 
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won’t be able to overcome the limitations resulting from Eq. (18). The maximal stored energy 
is limited by the finite permittivity ε  values and by the defined electrical strength of the inter-
electrode dielectric. If we assume that super capacitors don’t work basing on the electrostatic 
rule of energy storing, then we shall define, in what way the energy is stored in such capa-
citors and then describe this operating mode with relevant formulae. 

Is Eq. (47) from the paper [2] correct? 

 
( ) ( ) ( )tButAx

t
tx +=α

α

d
d

. (20) 

It’s hard to conclude, as we don’t know the dimensions of particular elements. Never-
theless Eq. (48) [2]: 

 1
1

1 d
d

u
t
u

RCe += α

α
, (21) 

is just wrong. For " not equal to 1 the statement  

α

α

t
u

RC
d
d 1

1  

doesn’t represent voltage. The dimensional uniformity has been described briefly in p. 2.4 of 
[13]. This rule may be sometimes helpful for building formulae that describe various physical 
phenomena. Independently from the need of obeying the dimensional uniformity, the depen-
dences between voltage and current at particular elements of the electrical circuit are precisely 
defined by the laws of electrical engineering. Let’s consider three passive elements R, L and 
C. For these elements the dependence between current and voltage are clearly defined. For re-
sistance this dependence is described by Ohm’s law: 

 
R
ui = . (22) 

Ohm’s law has exactly the form as above and not any other, e.g.: 

 α

α
=

R
ui . (23) 

The same applies to inductivity, which connects current and voltage with the following 
equations: 

 
t
iLu

d
d= , (24) 

 or ∫= tu
L

i d1
and not α

α
=

t
iLu

d
d

.  

Similarly for capacity: 
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 ∫= ti
C

u d1
, (25) 

 or 
t
uCi

d
d= and not α

α
=

t
uCi

d
d

.  

In other words, current in the capacitor equals capacity C multiplied by derivative of vol-
tage at the capacitor. This expresses the physical law. It hasn’t been questioned yet – as well 
as the dependence between voltage at the coil and the derivative of the flux coupled with the 
coil. 

Special “fractional” R, L, C elements have been introduced in the paper [10]. Conse-
quently, special coefficient, ensuring dimensional uniformity has been incorporated in the 
equations that describe “fractional circuit”. 

In the paper [10] the Maxwell equations have been presented in the form of (13) and (14), 
amended with the continuity laws instead of Eqs. (15) and (16). “Classical Equation” has been 
benchmarked with “Fractional Equation” there as well and dimensional uniformity has been 
assured. Many simulations have been included in this work as well. 

Calculations have been compared to measurements in the paper [16]. A RC circuit has 
been investigated there. We may conclude from the curves in Fig. 3 in [16] that the transient 
voltage that has been calculated from the formula 

 C
C u
t

u
RCe +=

d
d

, (26) 

matches the experimental results and the one calculated from the formula (21) for the values 
" = 0.998, 0.997, 0.996 only approaches the measurement curve. Another set of calculations 
has been presented in Fig. 4 in [16]. In this case the results of formula (21) calculations reflect 
better the measurement curve. Authors explain this fact with non-linearity of circuit elements. 
However, they don’t explain how to take this non-linearity into account, applying fractional 
derivatives. This may be however realized in the simpler way without fractional derivatives. 

 
 

4. Conclusions 
 
Implementation of new mathematical methods drives the development of many disciplines, 

including physics. They simplify the complex form of many formulae. For this reason we shall 
recognize the works related to fractional derivatives that have been touched in this paper. But 
on this way one may face various problems related to mathematical reflection of physical phe-
nomena. Let’s take the mathematical challenges faced by Albert Einstein [17]. At the begining 
he was stating that when the mathematicians started to analyze his relativity theory he started 
to have problems with understanding his theory himself. Later he appreciated the role of ma-
thematics and the work of Herman Minkowski. 
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Having this in mind, we shall be conscious that even the newest mathematical methods, 
used for description of physical phenomena shouldn’t contradict the physical laws. Complex 
methods of mathematical modelling may make the understanding of the described phenome-
non challenging, but they shouldn’t make it completely blurred. I leave it up to audience to 
opinion, how it is in this particular case. 

Future research will aim to recommend the ways of correct application of fractional deri-
vatives in electrical circuit theory and electromagnetic field theory. The topic of local and 
global solutions for the equations containing fractional derivatives will be in scope of the 
planned research. Potentially, new types of filters will be designed based on the results of 
mentioned re-search. 
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Abstract: Characteristic frequencies corresponding to poles and zeros of small-signal 
control-to-output transfer functions of popular DC-DC converters (BUCK and BOOST) 
are analyzed. The main attention is paid to influence of load conductance on the charac-
teristic frequencies for converters working in continuous conduction mode (CCM) as 
well as in discontinuous conduction mode (DCM). Parasitic resistances of all converter 
components are included in calculations. In addition the improved description of CCM-
DCM boundary is presented. The calculations are verified experimentally and good con-
sistency of the results is observed. 
Key words: pulse converters, BUCK, BOOST, small-signal models, control-to-output 
characteristics, DCM boundary, characteristic frequencies 

 
 
 

1. Introduction 
 
Switch-mode DC-DC power converters find great amount of applications. Their circuit 

solutions and control methods as well as component parameters are steadily improved [1, 2]. 
The most popular DC-DC converters – step-down (BUCK) and step-up (BOOST) are the 
objects of this paper. Typical converter contains a power stage and control subcircuit and its 
operation is based on a PWM principle. The precise knowledge of dynamic characteristics of 
the power stage is necessary for proper design of control circuit. The description of dynamic 
properties of the power stage has usually the form of small-signal transmittances in s-domain. 
These transmittances are obtained after linearization of an averaged model of the power stage 
[1-5, 9]. The most important small-signal transmittances of DC-DC converters are control-to-
output and input-to-output transmittances. The characteristic frequencies corresponding to 
poles and zeros of transmittances are crucial parameters describing dynamic properties of con-
verter power stage. 
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The converters may operate in continuous conduction mode (CCM) or discontinuous con-
duction mode (DCM). Formulas for small-signal transmittances and characteristic frequencies 
depend on the conduction mode, therefore the conditions for DCM-CCM boundary should be 
known. Characteristic frequencies in given operation mode depend mainly on the parameters 
of an induction coil and capacitor used in the power stage. In typical description of these fre-
quencies, their dependence on load current (or load conductance) is not taken into account 
[1-6] but it is shown in [7] that in some situations, this dependence may be important. The 
considerations in [7] are only theoretical and restricted to a step-down converter (BUCK). In 
the present paper, formulas describing the influence of load conductance on characteristic 
frequencies of BUCK and BOOST converters are presented and theoretical results are verified 
by measurements. Section 2 of the paper is devoted to a general description of characteristic 
frequencies of DC-DC converters. In Section 3, new expressions defining a CCM-DCM boun-
dary for nonideal converters are given. Theoretical description of characteristic frequencies of 
nonideal BUCK and BOOST is presented in Section 4. Examples of numerical calculation and 
measurement results are shown and compared in Section 5. Some concluding remarks are 
given in Section 6. The electrical schemes of the power stages of the converter under consi-
deration are shown in Fig. 1. Apart from ideal components of converters – T (controlled 
switch), D (diode), L (inductor coil), C (capacitor), the parasitic resistances of each component 
are included.  

 

 
(a) 

 
(b) 

Fig. 1. Power stage of BUCK (a) and BOOST (b) converters including parasitic resistances  
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2. General description of small-signal transmittances 
 and characteristic angular frequencies 

 
Small-signal control-to-output and input-to-output transmittances of basic DC-DC conver-

ters (such as BUCK and BOOST) may be expressed in the form of second-order or first-order 
function of s variable [1-3]. For continuous conduction mode of operation one usually obtains 
[1, 2, 7, 8, 10]:  

 
( ) 2

0
2

0
0

ω/ω/1
ω/1

sQs
sHH Z

t
+⋅+

+= . (1) 

In the case of the BOOST converter, a transfer function has additional zero. For the DCM 
mode, based on separation of variable technique, it is obtained [4, 7]: 

 
P

ZS
ss s

sHH
ω/1
ω/1

0 +
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Transmittance (1), for typical component values of the BUCK or BOOST converter has  
a pair of complex poles: 

 RP js ωσ2,1 ⋅±= . (3) 

The resonance frequency fR correspond to relation: 

 20 4
11ωπ2ω
Q

fRR −=⋅= . (4) 

The maximum value of ⏐Hs⏐ is obtained for frequency fM, where: 

 20
2

11ωπ2ω
Q

fMM −=⋅= . (5) 

The numerical values of ωR and ωM are usually very close to ωo. 
Apart from characteristic frequencies fo, fR and fM involved with the poles of type (1) trans-

mittances, there are frequencies fZ = ωZ / 2π, fZS = ωZS / 2π corresponding to zeros of trans-
mittances (1) and (2). 

For some specific set of converter parameters, one obtains Q < 1/2 and corresponding 
values of poles of expression (1) are real numbers. The characteristic angular frequency in this 
case is: 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−±⋅= 20

2,1 4
11

2
ωω Q
Q

  for  Q < 0.5. (6) 

Dependencies of characteristic frequencies of BUCK and BOOST on the parameters of 
converter components are presented in the further part of the paper. 
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3. CCM and DCM boundary 
 
Characteristic frequencies of converters working in CCM and in DCM are different. The 

CCM-DCM boundary are usually defined by threshold value GC of load conductance. GC de-
pends on switching period TS, duty ratio DA of switching waveform and the inductance L of 
coil. The expressions for GC given in the literature (e.g. [1, 2]) refer to ideal converters only. 
The equations given below describe threshold conductance GC obtained with parasitic resis-
tances accounted for. 

For BUCK converter: 

 
SADL

SA
C TDRRL

TDG
)1)((2

)1(
)BUCK( −+−

−= . (7) 

For BOOST converter: 

 
SAATD

SAA
C TDDRRL

TDDG
)1)((2

)1( 2

)BOOST( −−−
−= . (8) 

Converter works in DCM for load conductance G < GC. A converter is always designed to 
work in a specific mode of operation. Due to work of the converters in a wide range of para-
meters, the worst case scenario should be considered, regarding Eqs. (7) and (8), to ensure that 
the converter stays in the CCM or DCM mode. Examples of modifications that include the 
worst case have been presented in [2]. 

 
 
 

4. Small signal transmittances and characteristic frequencies 
 of BUCK and BOOST converters 

 
In this section, the expressions for control-to-output transmittances Hd and corresponding 

characteristic angular frequencies derived for BUCK and BOOST converters are presented. 
Control-to-output transmittance is usually used in the procedure of control subcircuit design 
[1-3]. In addition, it is known [1-3] that the denominators of expressions describing con-
trol-to-output and input-to-output transmittances, as well as output impedance of a given con-
verter type are the same, therefore the same angular frequencies of poles refer to various trans-
mittances. 

Control-to-output transmittance Hd is defined as follows:  

 ( )
0=

=
gV

o
d

VsH
θ

, (9) 

where θ, Vg and Vo are small-signal values of duty ratio and input and output voltage. 
Control to output transmittances of BUCK and BOOST converters working in CCM with 

parasitic resistances (see Fig. 1) may be expressed as [7]: 
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The example of transfer function derivation is given in Appendix A. 
By comparison of (10) and (11) with general description in Eq. (1), one obtains: 
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The notation in Eqs. (10) – (16) corresponds to following dependencies: 
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From Eqs. (4) – (6) and (10) – (24), the following expressions for characteristic angular 
frequencies ωR, ωM, ω1,2 are obtained: 
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Control-to-output conductances of converters working in DCM are following: 
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The formulas for small-signal transmittances may be derived for averaged models in the 
form of equivalent circuits shown in Appendix B. The resulting characteristic angular frequen-
cies for BUCK and BOOST in DCM may be expressed as: 

 )(1ω 22
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It may be shown that the influence of parasitic resistances on control-to-output transmit-
tances and related characteristic frequencies may be neglected for DCM.  

The influence of load conductance on characteristic frequencies of converters in DCM 
seems to be relatively strong, as it is seen from Eqs. (37), (38). It may be quantitatively eva-
luated by numerical experiments. 

 
 

5. Examples of calculations and measurements 
 
The measurements and numerical calculations have been performed for a laboratory model 

of a BUCK converter with parameters established by auxiliary measurements: L = 32 μH; 
C = 345 μF; RL = 53 mΩ; RC = 91 mΩ; RT = 20 mΩ; RD = 281 mΩ. Switching frequency of 
100 kHz and 250 kHz was used for the converter working in DCM and CCM respectively. 
An indirect method of measuring frequency characteristic was used. First a response of output 
voltage to a step change of a duty cycle was measured with an MSO5104 digital oscilloscope. 
Next, the digital data were processed and an FFT function was used to find the spectrum of the 
measured function. Fluctuations appear at higher frequencies due to limited resolution of the 
oscilloscope. The exemplary frequency characteristics of the control-to-output transmittance 
magnitude calculated and measured for the BUCK converter are presents in Figs. 2 and 3.  

 

 

Fig. 2. Magnitude and phase of control-to-output transmittance calculated (solid lines) and measured 
(dotted lines) for BUCK converter for load resistance values corresponding to operation in DCM 
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Load resistance values assumed in Fig. 2 are: 198 Ω (curve a), 61.5 Ω (curve b) and 20 Ω 
(curve c), that corresponds to DCM. Load resistance values in Fig. 3: 4.7 Ω (curve a), 1 Ω 
(curve b), 0.5 Ω (curve c) and 0.2 Ω (curve d) correspond to the CCM mode. Values of ⏐Hd⏐ 
in Figs. 2 and 3 are normalized to 1 V. The exemplary frequency characteristics of the control-
to-output transmittance magnitude calculated and measured for the BOOST converter are 
presented in Figs. 4 and 5. Load resistance values assumed in Fig. 2 are: 198 Ω (curve a), 
50 Ω (curve b) and 20 Ω (curve c), that corresponds to DCM. Load resistance values in Fig. 3: 
4.7 Ω (curve a), 1 Ω (curve b), 0.5 Ω (curve c) and 0.2 Ω (curve d) correspond to the CCM 
mode. Values of ⏐Hd⏐ in Figs. 4 and 5 are normalized to 1 V. 

 

  

Fig. 3. Magnitude and phase of control-to-output transmittance calculated for BUCK converter  
for load resistance values corresponding to operation in CCM 

 

Values of characteristic frequencies fP corresponding to pole frequency ωP in DCM 
(Fig. 2) are equal to: 12 Hz (curve a); 25 Hz (curve b) and 60.3 Hz (curve c). The influence of 
zero (ωZ) of transmittance for DCM is not visible in Fig. 2 because ωZ o ωP. 

 

 

Fig. 4. Magnitude and phase of control-to-output transmittance calculated for BOOST converter 
 for load resistance values corresponding to operation in DCM 
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Fig. 5. Magnitude and phase of control-to-output transmittance calculated for BOOST converter 
 for load resistance values corresponding to operation in CCM 

 
 

6. Conclusions 
 
Characteristic frequencies corresponding to poles and zero of control-to-output transmit-

tance are important parameters, used in the procedure of control subcircuit design of switch-
mode power converters. These frequencies are usually assumed to be independent of the load 
conductance. In some cases, the load conductance of a converter changes considerably and its 
influence on characteristic frequencies cannot be neglected. Such situations, for popular DC-
DC converters BUCK and BOOST are considered in the paper. The expressions describing 
characteristic frequencies of converters, are derived with the parasitic resistances of converter 
components included. Calculations based on theoretical formulas are compared with the 
measurement results and good consistency is obtained. It is observed that the influence of load 
conductance on characteristic frequencies of converters working in discontinuous conduction 
mode (DCM) are much stronger than in CCM. Therefore, the precise description of the boun-
dary between CCM and DCM is necessary and such description for converters with parasitic 
resistances is presented in Section 3.  

 
Appendix A. A derivation of ideal BUCK converter transmittance for DCM 

This derivation, presented in [5], is depicted here in brief for readers’ convenience. A sche-
matic used for the following derivation has been presented in Fig. A1.  

 

 
Fig. A.1. Ideal BUCK converter 
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Fig. A.2. Inductor voltage of BUCK converter working in DCM 

 

 
Fig. A.3. Inductor current of BUCK converter working in DCM 

 
The waveform of inductor current in single switching period is shown in Fig. A3. The 

value of d1 is: 

 A
O

OG d
v

vv
d

)(
1

−
= , (A.1) 

where dA is the externally forced duty ratio.  
Contrary to the situation in CCM the values of the inductor current is identical (and equal 

to zero) at the beginning and at the end of each period. The average value of inductor vol-
tage vLS is zero in DCM, not only for DC condition but also in transients: 

 0=LSv . (A.2) 

As a consequence, the inductor doesn’t exist in the large-signal averaged model of BUCK 
and BOOST for DCM. This observation agrees with result of deriving the models for DCM 
based on state-space averaging. 

The local average values of inductor current iL(ON) for the ON phase, iL(OFF1) for the 
OFF1 phase (see Fig. A.2) and average over the whole period, iLS obtained from the figure 
regarding the expression for d1 are obtained in the form: 
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with (42) and (43) One can calculate the average value of inductor current in the whole phase: 
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From (A.1), (36) and (A.5): 
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Small-signal relation based on (A.6) may be presented as: 

 ogl VVI 321 αθαα ++= , (A.7) 

where: 

 )12(),,(α 2
1 −=

∂
∂=

O

G
ZA

G

OAG

V
VGD

v
vdvf

, (A.8) 

 )1(2),,(α2 −=
∂

∂=
O

G
GZA

A

OAG

V
VVGD

d
vdvf

, (A.9) 

 2

2
2

3
),,(α

O

G
ZA

O

OAG

V
VGD

v
vdvf −=

∂
∂= , (A.10) 

substituting (A.8)-(A.10) into (A.7):  
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Small-signal dependence of IL on VO resulting from Fig. A.1 is: 
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which leads to: 
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where static current transmittance is: 
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and 
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Appendix B. Equivalent circuit, representing small-signal models of BUCK and BOOST 
in CCM and DCM  

The models have been previously presented in [5] and are shown here for reader’s con-
venience.  

 

 
Fig. B.1. Small-signal model of BUCK converter working in CCM 

 

 LEEL RRR += , (B.1) 
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Fig. B.2. Small-signal model of BOOST converter working in CCM  

 

 LTDOZ IRRVV )(2 −+= . (B.4) 
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Fig. B.3. Small-signal model of BUCK converter working in DCM 
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Fig. B.4. Small-signal model of BOOST converter working in DCM 
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Abstract: One advantage of multi-phase machines is the possibility to use the third har-
monic of the rotor flux for additional torque generation. This effect can be maximised for 
Permanent Magnet Synchronous Machines (PMSM) with a high third harmonic content 
in the magnet flux. This paper discusses the effects of third harmonic current injection 
(THCI) on a five-phase PMSM with a conventional magnet shape depending on satura-
tion. The effects of THCI in five-phase machines are shown in a 2D FEM model in An-
sys Maxwell verified by measurement results. The results of the FEM model are analyti-
cally analysed using the Park model. It is shown in simulation and measurement that the 
torque improvement by THCI increases significantly with the saturation level, as the am-
plitude of the third harmonic flux linkage increases with the saturation level but the phase 
shift of the rotor flux linkage has to be considered. This paper gives a detailed analysis of 
saturation mechanisms of PMSM, which can be used for optimizing the efficiency in op-
erating points of high saturations, without using special magnet shapes. 
Key words: dq-model, non-linear effects, PMSM, saturation, third harmonic current in-
jection, torque improvement 

 
 
 

1. Introduction 
 
Multi-phase machines are rarely used in commercial applications due to high inverter 

costs. But compared to conventional three-phase machines they have the advantage of a higher 
power density due to higher winding factors and the possibility to use higher harmonics of the 
rotor flux for torque improvement by third harmonic current injection (THCI). In [1] five-
phase machines with special magnet shapes are presented, which are optimised on third har-
monic content in the magnet flux for maximizing the torque improvement by THCI. It has 
been shown in simulation, analytical results and measurement, that the optimal torque im-
provement can be achieved, if the third harmonic of the magnet flux is 1/6 of the first harmon-
ic. The THCI with the presented magnet shape leads to a higher efficiency compared to mo-
tors with conventional magnet shapes without THCI [2] deals with the analytical determina-
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tion of optimised THCI. In [3] control methods and systems for five-phase synchronous ma-
chines are presented to optimise the third harmonic current in phase and amplitude. With  
a table containing all operating points the optimal current configuration (direct current id,  
q-current iq, direct current of the third harmonic id3, and the q-current of the third harmonic iq3) 
concerning the motor losses is chosen. Another advantage of THCI is the higher phase control 
factor of the inverter and the peak voltage reduction. 

Up to date no deliberations have been made on the influence of THCI taking into account 
the non-linear effects of the electromagnetic circuit of Permanent Magnet Synchronous Ma-
chines (PMSM). In this paper the THCI into a five-phase PMSM with conventional surface-
mounted magnets and concentrated winding is described for different saturation levels con-
cerning the effects on torque improvement, losses and peak voltage reduction by an analytical 
model, simulation and measurement. 

The test drive is fed by an external decentralised inverter consisting of ten SST (smart sta-
tor teeth) modules, one for each coil. In the second prototype the SST-modules are integrated 
into the motor housing. The motor concept is described in [4]. The modeling and parameter 
identification of this drive is described in [5]. 

 

 
Fig. 1. Cross-section of the test drive with phase numbers 

 
 

2. Motor concept and magnet shape 
 
As shown in [1] a special magnet shape with a high third harmonic magnet flux is required 

for a considerable torque improvement by THCI. In this paper a segmented five-phase PMSM 
with 10 slots and 10 poles with loaf-shaped magnets is presented (Fig. 1). It also requires  
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a high overload and demagnetization withstand capability. This can only be achieved by con-
ventional magnet shapes with evenly distributed magnet thickness over the pole circumfer-
ence, for example arc-shaped and loaf-shaped magnets. But these magnets have a relatively 
low third harmonic component of the permanent magnet flux (about 5% of the first harmonic). 
Deliberations have been made, that arc-shaped magnets with a wide gap in the pole middle 
would have a higher percentage of the third harmonic permanent magnet flux. But according 
to FEM simulations the idea has been proven as ineffective as the first harmonic of the magnet 
flux has decreased to such a large extent that the motor efficiency decreased by about 4.5% at 
the same output torque. On the other hand it has been proven by simulation and measurements 
that the third harmonic of the permanent magnet flux linkage increases from 3 to more than 
6% from no-load to double rated current due to saturation effects for the examined motor. 

 
 

3. Simulation model and experimental setup 
 
The experimental setup consists of a test drive with a rated power of 7.5 kW, a rated speed 

of 600 rpm and a rated torque of 120 Nm, and a geared load motor. As measurement devices  
a weighing cell for the torque, a Yokogawa WT 3000 power analyzer for current, voltage and 
power factor in one stator coil, and PT 100 temperature sensors on both end windings of each 
stator coil are used. For determination of the efficiency of the whole drive system voltage and 
current are also measured in the intermediate circuit. The control unit allows to separately pro-
vide d-current, q-current, d3-current and q3-current. An incremental encoder is used to detect 
the rotor position. The control unit considers the geometrical symmetry axis of the magnets as 
d-axis and d3-axis. All measurements are carried out at constant temperature (42°C). 

For simulation the motor is modeled in the FEM-program Ansys Maxwell 2D taking into 
account the rotor position. The currents are given in the dq-system according to the analytical 
model described in section 5 and internally transformed into phase currents. Induced voltages, 
the total flux linkages and inductances of all phases as well as the copper losses, magnet losses 
and core losses and torque are calculated directly in Maxwell for every time step and trans-
formed into the dq-system. 

As in the control unit of the realised drive system the geometrical symmetry axis of the 
magnets is assumed to be the d-axis and the d3-axis. As the maximum current which can be 
carried by the SST modules does not affect demagnetization, the BH-curve of the permanent 
magnet material can be assumed as linear, but the non-linear BH-curve of the laminated core 
is considered. The segmentation of the magnets in axial direction as well as the segment air 
gap between the single stator tooth modules are neglected. 

 
 

4. Analytical model 
 
The electromagnetic torque T for m-phase machines is defined according to the Park model 

by: 
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Here i is the current vector, J the coefficient matrix from the derivation of the rotation ma-
trix, M the inductance matrix, p the number of pole-pairs and ΨPM the permanent magnet flux 
linkage. For five-phase systems the components of the vectors and matrices from Equation (1) 
are defined as: 
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As only static operation points are considered id, iq, id3, iq3 and the zero-current i0 are con-
stant. The inductances are the absolute inductances: 

 
k

i
ik i

L
Ψ

= . (3) 

Lik is the absolute inductance between phase i and k, Ψi the flux linkage generated by 
phase k and crossing phase i and ik is the current of phase k. When the absolute inductances 
are transformed into the dq-system, the minor elements can be neglected, but for non-linear 
operating points they have to be considered. 

The components of the permanent magnet flux linkage are defined analogously to the cur-
rent, whereas for ideal linear conditions the q-component and q3-component of the permanent 
magnet flux linkage is 0. But for higher saturation levels, when the d-axis and d3-axis are 
defined as the geometrical symmetry axis of the magnets, the phases of the harmonics of the 
magnet flux linkage shift so that: 

 0Ψ ≠PM,q      and     0Ψ 3 ≠PM,q , (4) 

with ΨPM,q = 0 and ΨPM,q3 = 0 only iq and iq3 affect the output torque considerably. But when 
Equation (4) is fulfilled, an additional d3-current can be injected to achieve further torque 
improvement as the phase of the third harmonic current is shifted to fit the phase of the third 
harmonic of the magnet flux linkage. The permanent magnet flux linkage is calculated out of 
the total flux linkage Ψ calculated in Maxwell: 

 Mi−= ΨΨPM . (5) 

In the following the different torque generating mechanisms from Equation (1) are distin-
guished. Firstly, the torque TPM generated by the first and third harmonic of the permanent 
magnet flux is defined as: 
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 ( )3333 Ψ3Ψ3ΨΨ
2 dPM,qqPM,ddPM,qqPM,dPM iiiipmT −+−= . (6) 

Furthermore the reluctance torque Trel considering the cross-saturation effects is: 

 JMiiTpmT
2rel = . (7) 

The total current for a single phase is defined as: 
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5. Results 
 

5.1 Saturation behavior 
To show the saturation behavior of the machine the phase voltage and the torque are calcu-

lated in the FEM model for q-current Iq in steps of 20% up to 300% of the rated current 
(Ir = 16.54 A). In the range of the total phase current given in Equation (8), which can be car-
ried by the SST modules (between 200% and 250% of rated current) measurements and simu-
lation results are in good agreement with each other. According to the simulation results the 
electromagnetic circuit is fully saturated at total phase currents beginning with 300% of the 
rated current, where the phase voltages and the torque start to increase linearly with the phase 
current. That means full saturation cannot be reached with the given SST modules, but non-
linear effects already occur beginning with 140% of the rated current. Simulation results are 
presented up to 300% of the rated current only to show the behavior at full saturation. Accord-
ing to analytic thermal estimations and measurements the winding insulation can withstand 
total phase currents of about 180% of the rated current in permanent operation. Concerning the 
measured thermal capacity of the machine the winding can withstand the highest overload 
current of 250% which can be carried by the SST modules for about 5 minutes. 

 

 
Fig. 2. Amplitude and phase of the first and third harmonic of the permanent magnet flux linkage 

depending on the q-current from 0 to 300% of rated current in steps of 20% 
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Another special non-linear effect in five-phase PMSM, which has been mentioned in the 
previous section, is the phase shift of the permanent magnet flux linkage in the first and third 
harmonic and the increase of the amplitude of the third harmonic flux linkage depending on 
saturation, which can be seen in simulation results in Fig. 2. 

In Fig. 2 it can be seen, that the amplitude of the first harmonic almost remains constant 
between 0 and 200% of phase current. For further increase of the phase current the first har-
monic decreases linearly. The phase shift of the first harmonic starts to increase until the ma-
chine is fully saturated. Much more significant are the changes of the third harmonic of the 
permanent magnet flux linkage. Here the phase shift increases to a much larger extent, than for 
the first harmonic. The maximum phase shift is reached at about the same current. The ampli-
tude for the third harmonic permanent magnet flux linkage is negligible for the unsaturated 
motor, but it starts to increase significantly at I = 120%. The maximum gradient of the third 
harmonic flux is reached at full saturation. 

 
5.2. Torque improvement 

Firstly the torque depending on the d- and q-current for the first harmonic is examined. In 
Fig. 3 it can be seen, that for constant q-current (Iq = 150% of rated current) a significant de-
pendence on d-current can be observed. Closer examinations with the analytical model show, 
that the permanent magnet torque TPM almost remains constant, while the reluctance torque Trel 
considerably rises with negative d-current. The torque improvement by d-current reaches its 
maximum at about id = 50% of rated current. Simulation and measurement agree very well 
with each other. 

 

 
Fig. 3. Simulated and measured torque for iq = 150% of rated current in dependence on id 

 
In the following the torque output is simulated for iq from 20 to 240% of rated current in 

steps of 20%. Furthermore for each value of iq the effect of third harmonic current is examined 
and the optimal relation of id3 and iq3 concerning torque and the efficiency are determined. 

The TCHI is examined for different values of iq3 where low values turn out to be more ef-
fective because the third harmonic of the permanent magnet flux is rather small. For all  
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q-current values the efficiency and the torque slightly improve with THCI without d3-current. 
For each value of iq and iq3 the d3-current is increased until the efficiency starts to decrease 
and the torque improvement ΔT compared to the same q-current without THCI is detected. 
These values of id3 and ΔT are given in Fig. 4 exemplary for a constant q3-current (5%). In 
Fig. 4 it can be seen, that the THCI only has a considerable effect on torque improvement for 
higher saturation levels (about 1.3% related to the torque value with id3 = iq3 = 0). But the re-
quired value for id3 increases with the saturation level until iq = 220% as the phase shift of the 
third harmonic of the magnet flux linkage increases. At iq = 200% and higher, q-component of 
the flux component even overweighs the d-component. That means d3-current injection be-
comes more effective than q3-current injection. The measurements in Fig. 4 agree well with 
the simulations.  

 

 
Fig. 4. Relative torque improvement ΔT (to id3 = iq3 = 0) with iq3 = 5% (of rated current) 

 and optimal value for id3 (constant efficiency) 
 
The dependence of efficiency and torque improvement on d3-current is shown more clear-

ly in Fig. 5 and 6 for Iq = 140% and Iq = 200% with Iq3 = 5%. For both operation points the 
efficiency is increased by THCI. The efficiency for the operation without TCHI is given here 
as reference (blue line). Here it can be seen that for Iq = 140% the efficiency decreases at lower 
d3-currents below the reference efficiency than for higher currents (Iq = 200%) and torque 
improvement is much lower.  

 

 
Fig. 5. Relative torque improvement ΔT (to id3 = iq3 = 0) with iq = 140% and iq3 = 5% (of rated current) 

 and efficiency depending on id3 
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The torque generating effects are more closely observed in Fig. 7, where different from the 
d-current injection for the first harmonic, the permanent magnet torque has a much greater 
effect compared to the reluctance torque. This torque improvement is only weakened by re-
duction of the first harmonic of the permanent magnet flux linkage by increasing d3-current. 
The agreements with the measurement results are acceptable concerning the relatively low 
torque differences to be measured, the measurement tolerances and high interferences of the 
technical equipment despite good shielding. The measurements in Fig. 7 show that the motor 
efficiency and also the total efficiency of the drive system including the rectifier losses almost 
remain constant with third harmonic current injection in the investigated range of id3. 

 

 
Fig. 6. Relative torque improvement ΔT (to id3 = iq3 = 0) with iq = 200% and iq3 = 5% (of rated current) 

 and efficiency depending on id3 
 

 
Fig. 7. Torque improvement ΔT, motor efficiency and inverter efficiency (simulation and measurement), 
torque by the third harmonic of the permanent magnet flux for iq = 200% and iq3 = 5% depending on id3 

 
 

6. Conclusions 
 
In PMSM with conventional magnet shapes with low third harmonic content in the perma-

nent magnet flux linkage, the effects of THCI with unsaturated electromagnetic circuit are 
negligible. But for higher saturation levels third harmonic linkage significantly rises and THCI 
can be very beneficial with consideration of the q3-component of the permanent magnet flux 
linkage. For high overload a higher efficiency in a motor and inverter can be reached. 
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Abstract: Double Stator Switched Reluctance Machine (DSSRM) is a novel switched 
reluctance machine with limited information about its heat distribution and dissipation. 
This paper presents a two dimensional (2-D) thermal analysis of Double Stator Switched 
Reluctance Machine (DSSRM) to observe actual heat distribution in the parts of the 
machine, using Finite Element Method (FEM). Two topologies for the rotor of DSSRM 
are considered, Non-Squirrel Cage Double Stator Switched Reluctance Machine (NSC-
DSSRM) and Squirrel Cage Double Stator Switched Reluctance Machine (SC-DSSRM). 
The heat distribution of these two topologies is analyzed, using Computational Fluid Dy-
namics (CFD). Finally the results are presented and compared. 
Key words: Computational Fluid Dynamics (CFD), Finite Element Method (FEM), 
squirrel cage, double stator, switched reluctance machine, thermal analysis 

 
 
 

1. Introduction 
 
 The losses in electrical machines generate heat. As a result, temperature of the different 
parts of the machine rises [1]. It actually decreases the life time of the machine and may even 
lead to the machine failure [2]. Therefore, thermal modeling and analyzing, plays an important 
role in the optimal design of electrical machines. 
 Double Stator Switched Reluctance Machine (DSSRM) is a novel electrical machine with 
limited information about heat dissipation which makes thermal analysis an essential stage for 
its design. DSSRM is designed to perform at high torque levels. It is a good candidate for in-
dustrial applications operating under harsh environment because it carries the SRM qualities, 
combining them with the advantages of the double stator topology [3]. As shown in Fig. 1, this 
machine benefits from two stators which are made of laminated ferromagnetic material and 
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are equipped with concentrated windings. They are located on the interior and exterior of a cy-
lindrical rotor. The rotor is formed by segments which are hold together using a non-ferro-
magnetic cage. The cross section of a 4-phase 8/6 DSSRM is illustrated in Figures 2 and 3. 
 

 
Fig. 1. Outer stator (a), inner stator (b), one rotor segment [7] (c) 

 

 
Fig. 2. Squirrel Cage Double Stator Switched Reluctance Machine (SC-DSSRM) 

 
 The inner stator of DSSRM is surrounded by the cylindrical rotor and it causes limitation 
for heat dissipation of the inner stator windings. So, it is necessary to consider the effect of 
rotor topology in the heat transfer of this machine.  
 There are two ways to connect the rotor to the output shaft of DSSRM. The first method is 
implementing a cage. In this method, the rotor segments are placed in a cage and the torque is 
transmitted to the output shaft by this cage. This topology is named: Squirrel Cage Double 
Stator Switched Reluctance Machine (SC-DSSRM). 
 In the second method, their rotor segments are connected together without any cage. In 
fact, there are two end-plates at either end of the rotor which keeps the rotor segments con-
nected to the shaft. This topology is called: Non-Squirrel Cage Double Stator Switched Reluc-
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tance Machine (NSC-DSSRM). Now the main question is that which of these two topologies 
is better in terms of heat transfer for DSSRM. 
 

 
Fig. 3. Non-Squirrel Cage Double Stator Switched Reluctance Machine (NSC-DSSRM) 

 

Fig. 4. Squirrel cage for the ro-
tor of DSSRM  (a),  the rotor of 

SC-DSSRM (b) 

 

Fig. 5. Rotor of NSC-DSSRM 

 
 In [4], thermal modeling and analysis of a 10 kW DSSRM are presented and the tempera-
ture distribution in different parts of the machine (including the use of water as coolant) is cal-
culated using FEM. In this paper the heat distribution of two different topologies of DSSRM is 
studied. The first topology is Non-Squirrel Cage Double Stator Switched Reluctance Machine 
(NSC-DSSRM) and the second one is Squirrel Cage Double Stator Switched Reluctance Ma-
chine (SC-DSSRM). The operation principle of NSC-DSSRM is similar to that of SC-DSSRM 
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(see Figs. 2-5). The only difference between these two machines is in the design of the rotor. 
Implementation of the cage in the rotor of DSSRM may influence the heat distribution of the 
machine, which is studied in this paper using Computational Fluid Dynamics (CFD) [5]. 
 In order to have a more accurate model, a lumped parameter thermal model for DSSRM is 
proposed in which both modes of heat transfer, conduction and convection are considered. The 
geometrical model of DSSRM is built up as a parametric model and the simulation results 
obtained from CFD [6] are presented for an 8/6 DSSRM whose specifications are presented 
in Table 1. 
 
 

2. Thermal analysis of Double Stator Switched Reluctance Machine 
 
2.1. Geometrical model 
 A two dimensional (2-D) model of DSSRM used in this study is shown in Fig. 6. The ma-
chine parameters are given in Table 1. The model consists of two stators, one rotor, two stator 
windings and two airgaps. Drawing the geometrical model of the machine can be a time-con-
suming task, especially if various different designs have to be investigated. Therefore, the geo-
metrical model is created as a parametric model and mesh generation is done. 

 
2.2. Heat source 
 The two main components of electromagnetic losses in DSSRM are core losses in the la-
minations and copper losses in the windings. These losses are the heat source in a thermal ana-
lysis [8]. Core losses in DSSRM machine are relatively low, because it benefits from a short 
flux path. The copper loss and core loss for the different parts of DSSRM are calculated when 
the rotor speed is 1000 rpm and the phase current is 5 A. The result are presented in Table 2. 
Moreover, average torque and torque ripple, stator ampere-turn and efficiency at the operating 
point are mentioned in Table 2. The phase current waveform is assumed as illustrated in 
Fig. 12 (see Appendix) 
 

Fig. 6. 2-D Finite element model 
of DSSRM 

 
 In order to predict the temperature distribution in a stator and windings, the thermal ana-
lysis of DSSRM using FEM is proposed. Both natural and forced convection are considered 
for heat transfer through external surface of the machine. Heat transfer from the stator and 
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windings to an airgap is modeled by forced convection due to the rotation of the rotor. The 
thermal parameters used in the analysis are given in Table 3. 
 
2.3. Winding model 
 It is well known that the majority of electrical machines with wound-wire windings have 
random wire disposition inside the slots, so it is not possible or desirable to model the position 
of each individual conductor when carrying out thermal analysis. One approach to simplify the 
model is to use the equivalent thermal conductivity of the system windings and insulation 
which can be obtained by various methods such as analytical approach, FEM or experiments. 
Using the numerical and analytical methods an equivalent thermal conductivity of 0.80 W/m/°C 
is considered for the windings in the proposed thermal analysis. 

 
3. Simulation result analysis 

 Considering a value of 4 m/s for the air velocity over a frame, the forced convection co-
efficient over this surface is 30 W/m2°C. It is noted that since the convection coefficients are 
rather low, heat transfer by radiation might be important when only natural convection for the 
external surfaces of the machine is considered in the thermal analysis. For example, it is 
30 W/m2°C, when the air velocity is 4 m/s. When the inside air temperature rise obtained for 
h = 30 W/m2 C is considered in the 2-D thermal analysis of the 8/6 DSSRM. For all thermal 
simulation results in the following external surface of the motor (frame) is 30 W/m2°C. 
 The ambient temperature is set as 20°C and thermal analysis was carried out. In the ther-
mal analysis, the temperature increases and reaches the maximum temperature of 65.62°C, at 
1000 rpm. The different boundary conditions are shown in Fig. 7. The numeric solution for the 
thermal analysis is obtained over 140 hours using 8 processors on a Linux cluster with 
2.2 GHz. In [10] the thermal analysis of DSSRM is presented in details. 
 

Fig. 7. Machine geometrical model in 
thermal analysis and different types of 

boundary conditions 

 
3.1. Analysis result of Squirrel Cage DSSRM (SC-DSSRM) 
 Figures 8 and Fig. 9 represent the results of thermal analysis of SC-DSSRM. Figure 8 illu-
strates temperature distribution in the machine and Fig. 9 represents the temperature rise in 

Ambient temperature Natural and forced convection surfaces 
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different parts of the machine at 1000 rpm and 5 A. It is clear that the maximum temperature 
of 65.5°C occurs in the inner windings. 
 

Fig. 8. Temperature distribution  
at 1000 rpm for SC-DSSRM 

 
a) 

 
 
 

a) 

b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

c) 
 
 
 
 
 
 
 
 
 
 
 
 
 

d) 
 
 
 
 
 
 

 
 
 
 

Fig. 9. Temperature-time curve for SC-DSSRM: air gaps (a), rotor (b), stators (c), windings (d) 
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3.2. Analysis result of Non-Squirrel Cage DSSRM (NSC-DSSRM) 
 Figures 10 and 11 represent the results of thermal analysis of SC-DSSRM. Figure 10 illu-
strates temperature distribution in the machine at 1000 rpm and 5 A. Fig. 11 shows the tempe-
rature rise in different parts of the machine. It is clear that the maximum temperature of 
69.5°C occurs in the inner windings. 

 

Fig. 10. Temperature distribution 
at 1000 rpm for NSC-DSSRM 

 
a) 

 

b) 

 
c) d) 

 

Fig. 11. Temperature-time curve for NSC-DSSRM: air gap (a), rotor (b), stators (c), windings (d) 
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4. Conclusion 
 
 In this paper, the thermal analysis of Double Stator Switched Reluctance Machine (DSSRM) 
was done, using Finite Element Method (FEM). Two topologies for the rotor of DSSRM were 
considered: Non-Squirrel Cage Double Stator Switched Reluctance Machine (NSC-DSSRM) 
and Squirrel Cage Double Stator Switched Reluctance Machine (SC-DSSRM). The heat 
distribution of these two topologies was analyzed, using Computational Fluid Dynamics 
(CFD). It was shown that the temperature rise in SC-DSSRM is less, compared to NSC-
DSSRM. It can be concluded that the aluminum cage plays an important role in heat transfer 
of the inner stator winding. 
 
 
Appendix 

 
Table 1. Specifications of 8/6 DSSRM [3] 

No. of phases 4 
No. of stator/rotor poles 8/6 
Outer radius of outer stator [mm] 72.0 
Outer radius of inner stator [mm] 43.9 
Rotor segment thickness [mm] 9.0 
Airgap 1.0 
Stack length [mm] 115.0 
Arc of the rotor [deg.] 47 
Turns per coil 50 
Resistance @ 20°C  [Ω] 0.78 
Rated speed of motor [rpm] 1000 

 

Table 2. Operating point characteristics of DSSRM 

Stator ampere-turn 750 
Avarage torque 4.76 Nm 
Torque ripple 1.29 Nm 
Speed 1000 rpm 
Outer stator copper loss 10.21 W 
Inner stator copper loss 9.82 W 
Outer stator core loss 3.76 W 
Inner stator core loss 3.43 W 
Rotor core loss 2.21 W 
Rotor cage loss 9.63 W 
Efficiency (NSC-DSSRM) 94.41% 
Efficiency (SC-DSSRM) 92.71% 
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Table 3. Thermal parameters [9] 

 
Thermal 

conductivity 
(w/m/ºC) 

Specific 
heat 

(J/kg/ºC) 

Density 
(kg/m3) 

Stator lamination (iron) 20 438 7650 

Copper 401 385 8933  
Slot liner 0.076 1172 2150 
Air 0.0263 1007 1.16 
Frame (aluminum) 177 875 2770 
Slot wedge 0.29 1172 2150 

 

 
Fig. 12. Phase current waveform of DSSRM 
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Abstract: The electric LSPMSM motor presented in the paper differs from standard 
induction motor by rotor design. The insulated start-up winding is located in slots along 
the rotor circumference. The winding ends are connected to the slip-rings. The rotor core 
contains permanent magnets. The electromechanical characteristics for synchronous 
operation were calculated, as were the start-up characteristics for operation with a short-
circuited rotor winding. Two model motors were used for the calculations, the V-shaped 
Permanent Magnet (VPM) – Fig. 3, and the Linear Permanent Magnet (IPM) – Fig. 4, 
both rated at 14.5 kW. The advantages of the investigated motor are demonstrated in the 
conclusions. 
Key words: motor with permanent magnets, slip-ring rotor winding, asynchronous start 

 
 
 

1. Introduction 
 
Synchronized asynchronous motors (SAS) are slip-ring induction motors characterized by 

the fact that after asynchronous starting they are excited with direct current and can self-syn-
chronize with the power network. The SAS motors are most often used in high power electri-
cal drives. Starting of the motor is achieved by means of a rheostat connected to the rotor cir-
cuit via slip-rings and brushes. The start-up current does not usually exceed the double value 
of the rated current, and the perturbation (transient) current, at the first time instant after con-
necting the motor to the network does not exceed 4IN. The start-up torque can be significantly 
higher than the rated torque. After start-up the rotor winding is supplied with the direct current 
and the motor self-synchronizes. After synchronization it operates as a synchronous motor. 
The SAS motors exhibit the advantages of both induction slip-ring motors and synchronous 
motors.  

When the induction slip-ring motors are compared to squirrel-cage induction motors, it is 
observed that they are characterized by smooth start-up, the current and torque surges are not 
as high as in the squirrel-cage motors. The rheostat greatly decreases the start-up current and 
is also helpful in shaping the torque versus speed curve. During steady-state operation, the 
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SAS motor exhibits higher efficiency than the induction motor, its power factor is capacitative 
and cosϕ  ≤ 1. The negative feature of the SAS motor is the excitation circuit. Power losses in 
the excitation circuit result in decreased overall drive efficiency; the rings require periodical 
inspection and maintenance (cleaning), the brushes wear out and must be replaced from time 
to time.   

The designs of motors with a cage rotor winding and permanent magnets built into a rotor 
core are known [2, 5, 6]. The cage winding is made up of copper bars placed in slots along the 
outer rotor circumference; at the coil outhangs the bars are short-circuited with the rings. The 
permanent magnets are placed in grooves in the interior of the rotor core. The cage winding is 
used for asynchronous start-up. When near-synchronous speed is attained during starting, the 
magnetic flux of the permanent magnets tends to self-synchronize the motor, which means 
that the motor speed increases and arrives at synchronous speed. During synchronous opera-
tion this type of motor, in comparison to a standard induction motor working in an identical 
system, has higher efficiency and its power factor cosφ ≈ 1. This is a very great advantage, 
since this is an energy-saving design as opposed to the induction motor.  

The disadvantages of cage induction motors synchronized with the magnetic field of per-
manent magnets may be listed as [3]:  

! high start-up current; the steady-state component is c. 7 times higher than rated current, 
and the surge component is c. 1.8 times higher than the steady-state component,  

! during the start-up heat is generated in the rotor cage; its amount is approximately 
equal to the kinetic energy of all rotating masses coupled with the motor shaft. This 
heat causes an increase in the cage rotor temperature and gives rise to possible hazard 
of thermal demagnetization of permanent magnets (this is particularly dangerous in 
case of repeated/frequent /start-ups),  

! electromagnetic resultant torque, generated by the cage winding and permanent mag-
nets, in the range of speeds from 0 to about half the rated speed (0 ≤ n ≈ 0.5nN) may be 
less than motor’s rated torque.  

The motors with the cage winding and permanent magnets play their role in the drives of 
mechanical devices and machines with small start-up loads and short start-up times [2, 5]. 
These conditions are fulfilled by pumps and fans, where the load torque is proportional to the 
quadratic function of the speed. However, lots of driven machines are characterized by high 
start-up torque or long start-up time. High load torques, frequently greater than the rated tor-
que, are present in: belt conveyors with belts fully loaded, filled coal pulverizers in power 
plants, thermal power plants and copper ore preparation plants, traction vehicles. Examples of 
mechanical devices and machines with high moments of inertia and started under load, charac-
terized by long start-up times, are coal mine shaft fans, forced draft and induced draft fans in 
power plants and thermal power plants, loaded belt conveyors. The use of the cage induction 
motors with permanent magnets in rotors in the drives mentioned above is not recommended, 
since starting may be impeded, in particular in grids with high short-circuit reactance, and the 
permanent magnets may be exposed to the hazard of thermal de-magnetization, e.g. in the case 
of frequent start-ups.  
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2. Rotor design 
 
The stator of the discussed electric motor, i.e. a core and winding, is identical as in an in-

duction motor. The rotor is equipped with the winding wounded into slots and permanent 
magnets located in the steel yoke [1]. The rotor’s winding is three-phase, made of insulated 
copper wire and connected into star or delta arrangement. Ends of phases are connected to 
three-slip rings located at the rotor shaft. 

 

 
Fig. 1. Cross-section of the VPM motor rotor core with V-shape permanent magnets [1] 

 

 
Fig. 2. Star arrangement of the rotor winding, winding ends are connected to slip-rings [1] 

 
The brush holder together with the brush lifting device is attached to the bearing plate of 

the motor. The design of a slip-ring rotor with the winding and permanent magnets is shown in 
Figs. 1 and 2. The motor’s rotor is laminated, and lamination stack placed at the motor shaft 5 
constitutes core 1. Core 1 is grooved (the slits are usually rectangular in shape) and permanent 
magnets 2 are placed there. In the rotor lamination sheet shown in Fig. 1 the permanent mag-
nets are positioned in the shape of letter “V”. The permanent magnets’ grooves may also be 
cut differently. Winding 4 is placed in slots cut into outer circumference of core 1. The wind-
ing 4 is three-phase, made of insulated copper wire and connected into delta or star arran-
gement. The ends of winding 4 are connected to three slip-rings 6, located at insulation sleeve 
7, which is positioned at the rotor shaft 5. The wires connecting winding ends 4 with slip-rings 
6 may be laid on the surface of shaft 5 or inside the hollowed-out shaft 5. When the motor is 
assembled, the brushes touch the slip-rings 6. Brushes are copper-graphite type and placed in 
the brush holder. The brush holder together with the brush lifting device is attached to the 
bearing plate of the motor. 
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3. Synchronous characteristics of model motor 
 
The model motor has been designed using laminations of a slip-ring induction motor rated 

at 14.5 kW, 400 V, 28.6 A, 50 Hz, 1430 rpm, 96.83 N A m, cosϕ = 0.84. Electromechanical 
characteristics of two variants of placement of permanent magnets inside the rotor were calcu-
lated. The outer/inner diameters of laminations are: stator 246/162 mm and rotor 161/66 mm, 
core length 194 mm. The slots are trapezoidal in the straight part, and upper and lower parts 
are shaped as circle arcs. The number of stator slots is 36 and the number of rotor slots is 24. 
Two variants of magnetic circuit design have been calculated: with V-shape permanent mag-
nets (VPM rotor) and linear magnets “I” (IPM rotor). NdFeB magnets were used: material 
N42UH, at working temperature 120EC, Br = 1.16 T; HcB = 848 kA/m; μ = 1.085. The magnets 
dimensions are: “V” magnets – 22.85H6 mm and “I” magnets – 51.6H6 mm. The calculations 
of magnetic flux density distributio in the magnetic circuit of the machine excited by perma-
nent magnets were conducted by a field method, for rotational speed n = 0, and current I = 0. 
The results of the calculations are shown in Figs. 3 and 4. 

 

 
Fig. 3. Distribution of magnetic field in the magnetic circuit of motor 

 excited with V-shape permanent magnets 
 

 
Fig. 4. Distribution of magnetic field in the magnetic circuit of motor 

 excited with linear permanent magnets “I” 
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Using the magnetic field distributions, the calculations of characteristics for synchronous 
operation of the motor were performed. The calculations were performed using the circuital 
method with assumptions: 

! slots in the stator of the model motor are straight; in the rotor a skewed slot is equal to 
one slot pitch, 

! data for a stator winding were set the same as for the slip-ring induction motor with the 
rated data given above, 

! supply voltage: 3H400 V, 
! steady-state operation. 
The synchronous electromechanical characteristics: torque (Tel), current (Ipf), power factor 

(cosφ) and efficiency versus angle between magnetomotive force (MMF) of permanent mag-
nets and MMF of the stator winding are shown in Figs. 5 and 6.  

 

 
Fig. 5. The electromechanical characteristics of “V” motor: torque (Tel), current (Iph), power factor (cosϕ) 

and efficiency (0) versus angle between MMF of permanent magnets and MMF of stator winding  
 

 
Fig. 6. The electromechanical characteristics of “I” motor: torque (Tel), current (Iph), power factor (cosϕ) 

and efficiency (0) versus angle between MMF of permanent magnets and MMF of stator winding  



                                                                        T. Glinka, J. Bernatt                                             Arch. Elect. Eng. 204

The maximum synchronous torque determines practical use of the motor. The maximal 
torque of the motor with the VPM rotor is 66 N A m, and in the case of the IPM rotor, the 
maximal torque is 117 N A m. This means the torque is 56% higher for the IPM motor and 18% 
higher than the nominal torque of the induction motor. The efficiency of the motor at the 
maximum torque, in both designs is equal to approximately 93%; power factor cosφ for the 
VPM motor is 0.64, and for the IPM motor is 0.7. 

 
 

4. Asynchronous torque of the model motor 
 
The start-up of the motor determines its practical use as a synchronous motor.  
During the start-up the magnetic flux generated by permanent magnets during the start-up 

induces voltage in a stator winding; frequency of the voltage is equal to electrical frequency of 
rotation .60/2 bpn=f  The current flowing through an armature winding is composed of two 
components: network component I1 of f1 frequency and component I2 of f2 frequency. The 
current component I1 generates asynchronous torque which determines the motor’s start-up, 
while current component I2 generates synchronous torque, which varies in accordance with 
speed during the start-up and impedes the start-up process.  

The averaged characteristics of asynchronous torque generated by a short-circuited rotor 
winding and braking torque caused by permanent magnets were calculated for the model mo-
tor. The resultant (averaged) asynchronous starting torque of the model motor was calculated 
as superposition of the torque mentioned above. The calculations were conducted using the 
Maxwell software. The results of the calculations are shown in Figs. 7 and 8. 

 

 
Fig. 7. Torque versus speed curves for “V” motor: asynchronous torque (Ta), braking torque (Tpm), 

resultant (total) torque (Tr)   
 
The start-up of the induction slip-ring motor is carried out using starting resistors that 

adapt the asynchronous torque-speed curve of the motor to the start-up demands of the load 
machine. The success of the start-up thus is determined by the maximum torque. 
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Fig. 8. Torque versus speed curves for “I” motor: asynchronous torque (Ta), braking torque (Tpm), 

resultant (total) torque (Tr)  
 
Figures 7 and 8 show that in the both embodiments of the rotors (VPM and IPM) the maxi-

mum torque is about 340 N m, and it is 2.9 times higher, then the maximum torque of syn-
chronous motor type “I”. Therefore, there is no danger that the motor will not start.  

 
 
 

5. Conclusions 
 
The electric motor excited with permanent magnets and with a slip-ring start-up winding 

shows improved start-up features in comparison to squirrel-cage induction motors synchro-
nized with permanent magnets, such as:  

! the motor start-up is smooth, since a rheostat is used and the start-up current and start-up 
torque may be set by controlling the value of connected resistance in accordance with the 
rotational speed; there is no danger of motor stopping in the middle of the start-up, 

! the start-up torque in the whole rotational speed range may be significantly greater than 
the rated torque, since it is appropriately adjusted with the resistance of the rheostat, 

! the start-up current usually does not exceed the doubled value of the rated current; the 
perturbation (transient) current, at the first instant after connecting the motor to the 
network, does not exceed 4IN, 

! the torque surge occurring after switching the motor on is proportional to the square of 
the perturbation (transient) current and is several times less than in the induction cage 
motor, 

! the heat generated during the start-up of the motor driving load machine is generated 
and dissipated for the most part in the rheostat rather than in the rotor winding, so that 
there is no danger of overheating the permanent magnets, even in the case of repeated 
(frequent) start-ups, 



                                                                        T. Glinka, J. Bernatt                                             Arch. Elect. Eng. 206

! motor may be used for driving machines started under load and with long start-up 
times, 

! the motor with a starting ring winding is more expensive than the motor with a squirrel-
cage rotor.  

After the start-up, the motor self-synchronizes and operates as a synchronous motor ex-
cited with the magnetic field of permanent magnets. After synchronization the brushes con-
tacting the slip-rings may be short-circuited or lifted. It is better to lift the brushes, since 
brushes and slip-rings do not then wear down; friction is absent and no additional power losses 
are generated. This type of motor may be used for any type of electrical drive. 

If we compare the asynchronous and synchronous characteristics of motor designs “V” 
and “I”, it may be observed that their shapes depend on the rotor construction and the place-
ment of permanent magnets in the rotor core. For each investigated motor design a proper 
design of a rotor winding and the placement of permanent magnets in a rotor core must be 
selected, taking into account the criteria of maximum synchronous torque and maximum asyn-
chronous torque. In the case of the discussed model motor, the motor with “I” rotor is charac-
terized by the maximum synchronous torque higher by c. 56% with respect to the motor with 
“V” rotor.  
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Abstract: The article discusses issues related to ensuring secure operation of the Natio-
nal Power System. The tasks of transmission system operators in that scope were 
presented and the power demand of the Polish National Power System on critical days in 
terms of power generation and demand was characterized. The article also presents the 
causes and course of events which took place in August 2015 when there was a critical 
imbalance in the Polish National Power System leading to the introduction of limitations. 
Then, the possibilities and types of costs connected with the possibilities of balancing the 
system in the periods of peak loads were characterized. The summary of the article 
contains the presentation of conclusions related to power balancing in the power system 
and reduction of related costs. 
Key words: cost of energy deliver failure, peak demand of system, system services, 
power grids 

 
 
 
1. Tasks of transmission system operators in the scope of power balancing 
 

One of the basic tasks of transmission system operators (TSOs) is to ensure secure opera-
tion of power systems (PSs) managed by them. For this purpose, TSOs undertake a number of 
actions, including e.g.: 

a) the preparation of periodic (current, daily, monthly, annual) coordination plans, 
b) the provision of transmission capacities for the cross-border commercial exchange, 
c) the conclusion of agreements in the scope of system services for power balancing, 
d) the acquisition of cold intervention reserve services, availability of capacities of gene-

rating units that are not subject to the central management carried out by TSOs,  
e) the conclusion of agreements for demand reduction services at the request of TSOs, 
f) the conclusion of agreements with operators from neighboring countries, including 

agreements for emergency power supplies, 
g) the preparation of procedures in case of threats to secure operation of PSs.  
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Apart from TSOs, entities participating in the performance of the above-mentioned acti-
vities are generators, customers and electricity distribution system operators (DSOs) with de-
vices, installations or networks connected directly to the closed grid. TSOs and DSOs ope-
rating in the hierarchical order as well as dispatch operation services of the power plants and 
customers ensure secure operation of the power system. The cooperation between TSOs and 
transmission system operators from neighboring countries in the scope of the current operation 
of the grid takes place in accordance with the principles described in the Continental Europe 
Operation Handbook, i.e. in the document of ENTSO-E, the organization of TSOs from the 
Continental Europe [1] and the terms and conditions provided in bilateral agreements. 

Coordination planning conducted in cooperation with other users of the system is the basic 
tool used by TSOs to ensure the coherence of activities undertaken by entities participating in 
the current operation of the grid with safety requirements of the power system. Power balances 
of the power system presenting its generating capacities, power demand and power surplus ne-
cessary for obtaining the required operating reserve as well as the amount of power possible to 
be provided for the purposes of the cross-border exchange with neighboring PSs, is the basic 
element of coordination plans. The provision of transmission capacities for the purposes of the 
cross-border interconnection exchange is an important element affecting the possibilities of 
covering customers’ demands for power and electricity. 

The basic task of the Polish TSO – the entity responsible for ensuring secure operation of 
the Polish National Power System (PNPS) is to balance power. The control of the sufficiency 
of national generation resources to cover the power demand is provided by power balances 
prepared by the Polish TSO for different time horizons. They include expected national de-
mand, scheduled power outages and transmission capacities available for the cross-border 
commercial exchange.  

Annual and monthly balances are prepared to determine power surplus available to TSOs 
for daily peak power demand on working days respectively for specific months of the next 
year and days of the next month. Daily and current balances are more detailed due to the fact 
that they are prepared using the Load Distribution Algorithm and based on the commercial 
and technical data contained in balancing offers, taking system limitations and necessary ope-
rating capacity reserve of a given system as well as balances of foreign trade into account. 

Coordination plans, apart from the part related to the power balance, also contain shut-
down plans for particular components of the closed grid which are prepared, taking overhauls 
of generating units connected to this grid into consideration. TSOs also identify transmission 
limitations arising out of applicable criteria for reliable operation of the system and specify the 
resulting requirements related to the minimum and maximum possible number of generating 
units in specific nodes of the grid for the entire period covered by the plan.  

Detailed arrangements concerning power balancing in the PS are included in internal 
procedures of the TSO in the form of planning and dispatching instructions. They specify, for 
instance, resources and the order in which such resources are used for ongoing balancing of 
the system. The sufficiency of generation capacities occurring in the area of this TSO to cover 
the demand is of essential importance for the secure operation of the PS in the adopted planing 
prospects. The criteria for the assessment of the sufficiency of generation capacities in the 



Vol.  66 (2017)           Problems related to balancing peak power on the example of the PNPS 209 

Polish National Power System are defined in the Instruction of Transmission System Opera-
tion and Maintenance (Instrukcja Ruchu i Eksploatacji Sieci Przesyłowej, IRiESP) [2]. Pur-
suant to this document, the required power surplus available to the Polish TSO in relation to 
the demand to be covered by national power plants, i.e. taking the balance of exchanged po-
wer into account, should amount to at least 18% of the planned demand to be covered by na-
tional power plant for the annual planning horizon, 17% for the monthly planning horizon and 
not less than 9% for the daily planning horizon. 

The requirements in the scope of the management of minimum capacity reserves appli-
cable in the area of ENTSO-E were defined in the documents of this organization applicable in 
this respect. 

 
 

2. Characteristics of the power demand in the PNPS  
 
The analysis of the power demand in power systems shows that this demand is different at 

each hour of the day as well as on each day and in each month of the year. This variability 
results from the needs of electricity customers which, in turn, depend on a number of other 
factors, including economic factors such as: conditions of their functioning in the economy of 
a given country and conditions connected with the time of the year, the day of the week 
(working days, weekends, bank holidays) and the time of the day (night, intermediate loads, 
peak loads).  

In order to illustrate this phenomenon, Figs. 1-3 present the most important data concern-
ing the variability of the demand in the PNPS in 2014 prepared on the basis of data published 
in annual reports on the functioning of the PNPS [11] by PSE S.A., performing the role of 
Polish TSO. Fig. 1 presents the daily demand in the PNPS on days when there was the mini-
mum and maximum power demand.  

 

 
Fig. 1. Power demand on days when there was the minimum and maximum national power demand 

 in the PNPS in 2014 
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During this period, the maximum power demand in the PNPS occurred on 29 January and 
amounted to 25 535 MW. The minimum national power demand occurred on 21 April and 
amounted to 10 745 MW. The difference between the maximum and minimum power demand 
in the analysed period was 14 790 MW, i.e. approx. 57.9% of the peak demand. The high 
variability of the power demand was also observed at specific hours of the day. On the day on 
which the maximum power demand was recorded it changed from 18 129 MW to 25 535 MW. 
On the day on which the minimum power demand in 2014 was recorded it fluctuated from 
10 745 MW to 15 455 MW. 

Figs. 2 and 3 present the partial coverage of power demand on days when there was the 
maximum and minimum power demand in 2014. The demand for power on 29 January 2014 
was covered by the generation of electricity in lignite-fired power plants ranging from 
5 136 MWh to 7 851 MWh, the generation of electricity in coal-fired utility power plants 
ranging from 9 938 MWh to 13 510 MWh and the generation of electricity in industrial power 
plants which was quite stable at all times of the day and which was maintained at the level of 
approx. 1 300 MWh. Hydro and gas-fired power plants also participated in meeting the power 
demand - electricity generated by small hydro power plants was low and amounted to approx. 
80 MWh on average, and electricity generated by gas-fired power plants amounted to approx. 
430 MWh. Electricity generated by wind farms or other renewable energy sources amounted 
to approx. 2 000 MWh on average. Pumped-storage power plants were started to supply 
additional electricity during the morning and evening load peak. 

 

 
Fig. 2. Power demand in the PNPS on the day on which the maximum national power demand in 2014 

was recorded and ways of meeting this demand 
 
On 21 April 2014, electricity generated in industrial power plants was quite stable at all 

times of the day and amounted to approx. 970 MWh. Electricity generated in lignite-fired 
utility power plants fluctuated from 3 330 MWh to 5 375 MWh, and in coal-fired utility power 
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plants from 5 501 MWh to 6 480 MWh. Small hydro power plants generating approx. 
100 MWh on average, gas-fired power plants generating approx. 330 MWh and pumped-
storage power plants working at the time of peak demand supported the power balance of the 
PNPS. The total electricity generated by wind farms and other renewable energy sources 
amounted to approx. 600 MWh per hour on average. 

 

 
Fig. 3. Power demand in the PNPS on the day on which the minimum national demand in 2014 

 was recorded and ways of meeting this demand 
 
 

3. Introduction of limitations of the supply and consumption of electricity 
in the PNPS in August 2015 

 
In the operational practice concerning issues related to power balancing in the PS, there are 

a number of examples of occurrence of limitations of the supply of electricity to customers. In 
2015, the total amount of electricity not supplied to customers of the PNPS amounted to ap-
prox. 95 000 MWh, which constituted approx. 0.06% of the energy consumption in Poland 
[13]. Such situations are the result of many events, such as e.g.: 

a) technical failures in generation, transmission or distribution subsectors [9], 
b) extreme weather conditions that cause significant limitations of the operation of key 

components of the power system or generate extreme increases in the power demand, 
c) improperly prepared or too slowly implemented power system development plans lead-

ing to the periodic lack of capacity to meet the power demand [3].  
In case of possible difficulties with power balancing in the PS, in order to maintain ex-

pected supplies to the customers, operators of the PS should undertake all possible activities, 
such as e.g.: emergency import of electricity from other PSs, overloading of operating generat-
ing units, commissioning of emergency units, reduction of voltage in the power supply grid of 
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a certain group of customers, suspension of works conducted in these parts of the PS which 
lead to the limitation of the available capacity.  

If all possible preventive measures turn out to be insufficient, the TSO is obliged to use 
other measures, including to implement the limitation of the supply and consumption of elec-
tricity, in order to ensure safe and stable operation of the PS. Such limitations are introduced 
according to the plan previously prepared for this purpose, starting from scheduled limitations 
and ending, if needed, with emergency limitations.  

The heat wave which took place in August 2015, when the air temperature in the afternoon 
exceeded 35ºC in the entire country, caused a drastic deterioration of power balancing con-
ditions in the PNPS. The average temperature in the country as much higher compared to the 
previous year, indicated temperature differences reached even 10ºC. These temperatures signi-
ficantly differed from average long-term temperatures. A strong correlation between the in-
crease in the air temperature and the maximum power demand in the PNPS resulting from the 
use of cooling equipment on a large scale has been observed for years. As a result, the power 
demand in the PNPS on 7 August reached its historical maximum level for the summer period 
amounting to 22 186 MW. High temperatures led to the gradual increase in power outages in 
centrally dispatched generating units (CDGUs). The reasons for such limitations varied. There 
were very high emergency outages which reached approx. 3 000 MW on 10 August. This 
situation was associated with very difficult conditions of operation and cooling of basic and 
auxiliary equipment forming part of generating units, especially those that have been operated 
for a very long time. The second group of outages occurring at generating units with open 
cooling water systems included hydrological limitations. They were caused by low water 
levels in rivers and exceeded limits of cooling water temperatures during discharges. The most 
difficult hydrological situation was recorded in the following rivers: Vistula, San and Narew. 
These outages reached the maximum value of 1 200 MW. High temperatures also led to limi-
tations of the operation of specific systems, for example flue gas desulphurization installation. 
This resulted in the occurrence of so-called operational outages which reached about 800 MW 
in the described period. High temperatures resulted in the systematic decrease in the permis-
sible load of 110 kV lines forming part of the distribution grid. This decrease led to limitations 
of power evacuated from power plants reaching even 1 000 MW. As a result, the total power 
outages in the analyzed period, caused by the above-mentioned limitations amounted to 
4 900 MW. 

At the same time, due to technical conditions arising out of unscheduled power flows 
through the PNPS (so-called loop flows), it was not possible to offer transmission capacities 
for the purposes of electricity import from neighboring market areas. In spite of using all 
operational preventive measures available at the planning stage by the Polish TSO, such as: 

a) postponement of scheduled overhauls of several units,  
b) use of emergency power supplies from neighboring power systems in the Czech Repu-

blic and Slovakia,  
c) commissioning of available non-centrally dispatched generating units (nCDGUs), 
d) reduction of power (DSR).  
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On 10 August 2015 the expected shortage of generating capacities necessary for balancing 
the demand of customers of the PNPS reached the value clearly indicating the occurrence of 
the state of threat to the security of the supply of electricity to customers. 

In this situation, the Polish TSO, exercising its statutory rights, made the decision to im-
pose limitations of the supply and consumption of electricity on 10 August from 10:00 am to 
09:00 pm and announced applicable power supply levels on a statutory basis. The decision 
concerning the choice of the power supply level for specific periods was made on the basis of 
current forecasts of the balance of the PNPS and analyses of consequences of introducing 
further limitation levels. On their basis it was stated that for the actual conditions of the 
functioning of the PNPS it is possible to obtain the effect of power reduction for power supply 
levels above the 16th level; the maximum possible reduction of power consumption is 
750 MW for the 17th level, up to 3 360 MW for the 20th level.  

Statutory rights authorize the Polish TSO to impose limitations of the supply and con-
sumption of electricity on this basis for the maximum period of 72 hours. Therefore, on 10 
August 2015, acting on the basis of article 11c section 3 of the Energy Law Act, the Polish 
TSO notified the Minister of Economy and the President of the Energy Regulatory Office of 
the occurrence of threat to the security of the supply of electricity, the measures taken in order 
to remove this threat and prevent its negative effects. At the same time, the Polish TSO also 
informed the Minister of Economy that due to forecasted weather conditions, the introduction 
of limitations of the supply and consumption of electricity at the request of the Polish TSO for 
the period of 72 hours may be insufficient. Moreover, it informed the Minister that in order to 
maintain the proper functioning of the NPS, it would be necessary to introduce limitations on 
the basis of article 11 section 7 of the Energy Law Act, i.e. on the basis of the Regulation of 
the Council of Ministers. The Polish TSO indicated the 20th level as the maximum requested 
level of limitations in accordance with § 4 section 3 of the Regulation on the detailed rules and 
procedures for introducing limitations in the above-mentioned notification. The Polish TSO 
determined the maximum value of requested limitations of the supply and consumption of 
electricity at 7 651 MW, indicating at the same time the period from 10 August 2015 to 31 
August 2015 as the duration of limitations of the supply and consumption of electricity. On 11 
August 2015 the Council of Ministers adopted the Regulation on the introduction of limita-
tions of the supply and consumption of electricity (Journal of Laws of year 2015, item 1136). 
Pursuant to this Regulation, the limitations of the supply and consumption of electricity were 
introduced from 11 August 2015 from 00:00 am to 31 August 2015 to 00:00 am on the ter-
ritory of the Republic of Poland for customers with contracted capacity above 300 kW. 

Expected and covered power demand in the PNPS on critical days from 10 to 13 August in 
the context of introduced power supply levels is presented in Fig. 4 [12]. 

Power consumption was reduced not only by customers obligated by law, but also by 
customers not covered by the limitation plan. This was the result of their voluntary response to 
the TSO’s call for the reduction of power consumption by means of mass media. As a result, it 
changed the daily national power demand in the following way:  

a) the effect of the demand reduction started earlier and also lasted after lifting a given 
power supply level, 
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b) the full potential of limitations arising out of the 20th power supply level was not re-
vealed on 10 August 2015. As expected, on the first day of limitations a part of custo-
mers did not manage to adapt to new conditions (the effect of the power reduction was 
bigger on 11 August of 2015 when the 19th power supply level was announced), 

c) the effect of limitations was also visible on 13 August 2015 despite the fact that the 
11th power supply level was announced in which customers may consume electricity 
up to the level of contracted capacity, which in practice means no limitations. 

 

 
Fig. 4. Expected and covered power demand in the PNPS from 10 to 13 August 2015 

 
The next stabilization of conditions of power balancing in the PNPS was caused by the 

significant reduction of emergency outages of power generators and hydrological outages in 
connection with implemented extraordinary measures related to weirs in rivers. It made it pos-
sible to prevent the implementation of power supply levels (above the 11th level) on the next 
days of the month for which the Polish TSO obtained relevant authorizations from the Council 
of Ministers. The amount of electricity not supplied due to the limitations imposed in the de-
scribed period was calculated. The difference between the forecasted power demand assumed 
in daily plans and the actual demand stood at about 55 000 MWh [13], which amounted to 
60% of the total electricity not supplied to customers in 2015. On this basis, the total cost of 
electricity not supplied due to the implementation of planned limitations and other reasons, for 
example those connected with failures of distribution grids, can be evaluated. For this pur-
poses, the level of unit costs of not supplied electricity should be assumed appropriately to the 
reason. 

Taking the type of measure taken to reduce the power consumption and high uncertainty of 
possible effects into consideration, implemented power supply levels should be deemed to be 
properly chosen. It was confirmed by the opinion prepared by the President of the Energy 



Vol.  66 (2017)           Problems related to balancing peak power on the example of the PNPS 215 

Regulatory Office on the basis of the report of the Polish TSO. The decisions taken and their 
efficient implementation at the level of operational activities allowed for safe and stable opera-
tion of the PNPS. It was possible to avoid the introduction of emergency limitations, the eco-
nomic and social consequences of which would be much more serious or, in fact, disastrous.  

 
 

4. Possibilities of meeting peak power demand of customers 
 
As described above, each power system may experience periodic problems with ensuring 

safe margin of power balance, which in extreme cases may lead to the implementation of me-
chanisms of limitations of the supply and consumption of electricity. The probability of the 
occurrence of such undesirable situations is much higher in the periods of peak loads of the PS 
which are relatively short. Statistical data collected for the last few years of the operation of 
the PNPS show that the demand for the last 500 MW of the peak power only lasted about 20 
hours and, accordingly, for the last 1 000 MW about 100 hours per year. Such data indicate 
the assumptions that should be taken into account in the economic analysis presenting dif-
ferent possibilities of covering power demand in the system, including the justification of the 
feasibility of building peak-load sources. Due to the fact that peak demand lasts for short 
periods of time, the search for alternative solutions to the construction of generating units 
designed for peak operation is fully justified. The development of the model allowing for the 
determination of unit costs of system services for power demand balancing of the system for 
various variants of possible solutions is very useful for this purpose. It is possible to compare 
them and identify the optimum solution on the basis of this model.  

Available collected data concerning solutions used in the PNPS on the basis of which the 
comparative analyses were carried out are presented below. Possible solutions were chosen in 
such a way that they could be used as a model for similar analyses for other power systems. 
For this purpose, the calculations for the system services available in the PNPS (items 1-5) 
and potential services in the scope of emergency operation provided by generating sources de-
signed for peak operation (item 6) were made. The following system services were included: 

1. overload operation of centrally dispatched generating units (UPP), 
2. availability of non-centrally dispatched generating units (GWS), 
3. import of electricity by the operator from Sweden (OIs) and synchronous intercomnec-

tions (OIps), 
4. system service of cold intervention reserve – the result of two public tenders (IRZ1, 

IRZ2),  
5. power consumption reduction at the request of the Polish TSO (DSR – Demand Side 

Response), 
6. intervention operation provided by used (ZISuo, ZISug) and new (ZISno, ZISng) oil- 

or gas-fired generating sources designed for peak operation. 
The following assumptions were taken into account in the above comparative analysis:  
a) unit cost were determined on the basis of data published in public tenders or assumed 

as values estimated on the basis of other source data, 
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b) determined costs of power balancing services include all costs of the provision of ser-
vices, i.e. fixed and variable costs [4], 

c) all calculated costs were presented in current prices in 2015,  
d) analyzed fuel (coal, oil, gas) prices are based on market data applicable in 2015 so 

significant differences, especially in the area of the calculation of unit variable costs of 
compared variants should be taken into account, 

e) in the case of a new unit, capital expenditures per unit in the amount of 
600 000 EUR/MW were assumed for the analysis of costs of peak-load intervention 
sources. The weighted average cost of the capital was assumed in the amount of 10% 
and annual operating costs in the amount of 2% of capital expenditures in the entire 
30-year period of operation. Data for used generating units were assumed on the basis 
of the analysis of a rich market offer. The use of open circuits without the use of waste 
heat was assumed for the calculation of variable costs per unit. Moreover, the use of oil 
and LPG was assumed, thus maintaining the independence from the operation of gas 
transmission and distribution grids, 

f) electricity is supplied to the PNPS as part of the services acquired by the Polish TSO, 
referred to in points 1-5, which is then sold on the Balancing Market (BM). The re-
venue from the sale of electricity is deducted from the purchase cost of these services 
(the rounded average selling price of electricity on the BM from year 2014, i.e. 
160 PLN/MWh was assumed), 

g) unit costs of overload operation were calculated on the basis of published data concerning 
prices on the energy market and increased by the cost increase rate associated with the 
decrease in the efficiency of the generating unit caused by the mode of operation, 

h)  unit purchase costs of GWS services were estimated on the basis of variable costs of 
these sources, taking their structure in the national market into account, 

i) unit costs of import of electricity by the operator were established on the basis of the 
average taken from several years according to the emergency energy exchange mecha-
nism. According to this mechanism, these costs are established on the basis of available 
electricity prices applicable in markets in which TSOs purchase electricity for the 
purposes of their neighboring operators (for example spot prices on the Nordpool stock 
exchange), 

j) the same time of using system services, 200 hours per year, was assumed in the calcu-
lation of unit costs presented in Table 1. In the case of the reduction of power demand 
at the request of the Polish TSO (DSR), 60 hours were assumed according to the terms 
and conditions of concluded agreements, which corresponds to the limitations resulting 
from technological and organizational conditions of service providers. 

Unit costs of system services for power balancing calculated in this way (jkubm) are pre-
sented in Table 1. They were prepared in two variants: the gross variant including all incurred 
costs (jkubmb) and the so-called net variant (jkubmn), i.e. the variant in which revenues from 
the sale of electricity supplied as part of the service provided in the BM are deducted from the 
costs of system services and avoided costs of purchase of operating capacity reserve were 
included in the cold intervention reserve service. 
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Table 1. Unit costs of system services for power balancing of the PNPS in 2015 

No. Type of service 

Unit cost of power 
balancing services  

Unit cost of power 
balancing services 

fixed 
[PLN/MWh] 

variable 
[PLN/MWh]

gross 
[PLN/MWh] 

net 
[PLN/MWh] 

1 Overload operation service (UPP) – 200 200 40 
2 Reliability Must Run (GWS) – 300 300 140 

3 Electricity import from Sweden by the 
operator (OIs) – 250 250 90 

4 Electricity import using synchronous 
connections (OIps) – 520 520 360 

5 Cold intervention reserve (IRZ1)  770 300 1 070 480 
6 Cold intervention reserve (IRZ2) 880 300 1 180 590 

7 Reduction of power demand at the 
request of the Polish TSO (DSR) – 1 160 1 160 1 160 

8 Used oil-fired peak-load intervention 
source (ZISuo) 1 570 650 2 220 2 060 

9 Used gas-fired peak-load intervention 
source (ZISug) 1 570 940 2 510 2 350 

10 New oil-fired peak-load intervention 
source (ZISno) 2 060 650 2 710 2 550 

11 New gas-fired peak-load intervention 
source (ZISng) 2 060 940 3 000 2 840 

12 
Unit cost of electricity not supplied due 
to scheduled limitations (jkneepp) –
unscheduled limitations (jkneenp) 

  7 500-13 500  

 
Taking the actual conditions of the functioning of the power system into account, the 

actual time of using specific system services for power balancing in each year is different. For 
this reason, in the case of optimisation analyses it is useful to prepare the graph presenting the 
relationship between net unit costs of system services for power balancing of the PS and the 
time of using such services. The relevant graph for the PNPS and data from Table 1 is pre-
sented in Fig. 5. 

In spite of unified assumptions, presented unit costs are not fully comparable due to the 
technical characteristics of specific services. In the case of conventional sources providing the 
cold intervention reserve service and being peak-load intervention sources (the same also 
applies to pumped-storage hydro power plants), it is necessary to incur fixed costs of their 
operation and the actual total unit cost, indeed, depends on the actual time of using such 
sources.  

In the case of services such as: overload operation, use of GWS services, reduction of 
power demand at the request of the Polish TSO or electricity import by the operator, according 
to the adopted model of settlement with service providers, fixed costs do not have to be settled 
with service providers. As a result, the total unit cost does not depend on the actual time of 
using these services. For reasons given above, it is worth using the unit capacity cost indicator 
expressed in PLN/MW/year in the process of comparison of costs of various options of 
obtaining power for the purposes of balancing the PS. To ensure the comparability of various 
possible solutions, the indicator determined in such a way was calculated on the basis of the 
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assumption that each of the analysed services will be provided with the same available 
capacity. Obtained results are presented in Table 2. 

 
Fig. 5. Relationship between the net unit costs of power balancing services in the PNPS (jkubmn) 

 and the time of using services in the year 
 

Table 2. Unit capacity costs of system services for power balancing of the PNPS in 2015 

No. Type of service 

Power to be 
used by the 
Polish TSO  

Unit capacity cost  

[MW] [‘000 PLN/MW/year] 
1 Cold intervention reserve (IRZ1) 

200 

154 
2 Cold intervention reserve (IRZ2) 176 

3 Reduction of power demand at the request of the Polish 
TSO (DSR) 5.3 

4 Used oil-fired peak-load intervention source (ZISuo) 314 
5 Used gas-fired peak-load intervention source (ZISug) 314 
6 New oil-fired peak-load intervention source (ZISno) 412 
7 New gas-fired peak-load intervention source (ZISng) 412 

 
Services provided by sources of cold intervention reserve and the reduction of power 

demand at the request of the Polish TSO were included in the group of services presented in 
Table 2 due to the periodic tests of this service generating fixed costs of its provision. The last 
four items constitute various variants of peak-load intervention sources. It is assumed that 
these sources would be built for the purposes of the provision of system services for the Polish 
TSO and not on the basis of their functioning in the electricity market.  
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The service of intervention operation provided by pumped-storage sources which has not 
been published in relation to the costs of its provision is also included in the group of services 
contracted by the Polish TSO. It was assumed that the revenues from the sale of generated 
electricity in the BM balance variable costs of purchase of electricity in the BM for the pur-
poses of pumping water and costs of the variable component of the distribution fee. However, 
the nature of this service does not differ much from cold intervention reserve services and 
does not change the general conclusion regarding the evaluation of the grounds for the pur-
chase of system services for power balancing during peak loads. 

Another possible comparison consists in the breakdown of annual costs of purchase of 
system services for the purposes of power balancing, which however requires making certain 
assumptions concerning the time of using such services in the analysed period of cost balanc-
ing. Costs determined in such a way are reduced by revenues from the sale of generated elec-
tricity in the balancing market and in the case of the cold intervention reserve (IRZ) by the 
avoided costs of purchase of operating capacity reserve services. The breakdown of annual 
costs is helpful in the calculation of costs of the licensed activity carried out by the TSO, and 
the choice and purchase of the appropriate service should be the basis for its optimization. 

It should also be emphasised that both volumes of available capacity within specific ser-
vices and the possible time of using such services by the Polish TSO differ much and are not 
comparable to services the provision of which does not generate fixed costs. For example, 
capacity available within the overload operation service depending on a given generating unit 
can be available only for several hours. Also, the volume of available import of electricity by 
the operator depends on the grid and balancing situation of other TSOs and the duration and 
frequency of possible reductions are different in case of different providers of this service. 
Therefore, all these factors should be appropriately taken into account and evaluated in the 
final comparison and choice of services ensuring the coverage of peak demand for power and 
electricity. 

 
5. Summary 

1. One of the basic tasks of transmission system operators is to ensure the security of ope-
ration of power systems managed by them, including power balancing. The analysis of 
power demand in power systems shows that it is different at different hours of the day as 
well as on different days of specific months of each year. This variability depends on  
a number of factors, including conditions of the functioning of customers in the economy 
of a given country, conditions resulting from the time of the year, week or day – night, 
intermediate load zones, peak loads. 

2. The task of power balancing is particularly difficult in periods of peak loads when the risk 
on non-supplying electricity to customers is relatively higher than in other periods. The 
control of the sufficiency of generation resources to cover the demand for power is en-
sured, for example, by power balances prepared by TSOs for different time horizons. 

3. A lot of examples of occurrence of limitations of the supply of electricity to customers 
were recorded all over the world in the operational practice related to the balancing of po-
wer in the PS. The analysis of financial consequences of selected cases of limitations of the 
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supply and consumption of electricity for customers connected to the PNPS shows that the 
unit costs of not supplied electricity amounted to 7 500-13 500 PLN/MWh. The amount of 
these costs in future events will depend on a number of factors such as the nature of limi-
tations – scheduled or emergency limitations, their duration or frequency, ability to foresee 
them and ability to report possible limitations well in advance, ability to undertake de-
veloped preventive measures. 

4. The analysis of both direct and indirect financial consequences of limitations of the supply 
and consumption of electricity for customers clearly shows that possible preventive 
measures taken well in advance have less serious, economic and social consequences. Ap-
propriate preparation and implementation of measures minimizing the probability of the 
introduction of limitations is justified. 

5. Covering peak power demand by means of generating units designed for peak operation is 
one of the mechanisms of balancing peak loads. They are characterized by low unit capital 
expenditures, high availability, short commissioning periods and high flexibility of ope-
ration. Fixed costs of such sources and forecasted costs of fuels used by them determine 
the choice of the optimum technology. However, they do not have a significant impact on 
the economic calculation determining their construction as an alternative solutions to 
possible limitations imposed on customers. However, taking into account the fact that peak 
demand does not last long, the search for alternative solutions to the construction of gene-
rating units designed for peak operation is necessary and well-grounded in spite of using 
cheaper used sources available in the market. It is determined by both technical and eco-
nomic aspects. For this purpose, it is very helpful to develop the model allowing for the 
determination of unit costs of system services for power balancing for different variants of 
possible solutions so that it could be possible to compare them and choose the optimum 
solution on the basis of this model.  

6. The analysis of unit costs of system services for power balancing in the PS from the time 
of using them shows that the following alternative solutions are more favorable than the 
construction of generating units designed for peak operation: 

a) possibility of overloading generating units designed for basic and intermediate peak 
operation, functioning in the market, 

b) use of the possibility of providing system services for power balancing by distributed 
generation units by TSOs, 

c) system services provided by pumped-storage power plants functioning in the market, 
d) intervention import of electricity from other power systems on the basis of separate 

interconnection agreements,  
e) temporary use of the intervention operation of old generating units intended for 

liquidation,  
f) use of the possibilities offered by diversified mechanisms of demand side response 

(DSR) [6, 8, 10], 
g) use of the electricity storage installations [5, 7]. 
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