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Introduction

Resource-Constrained Project Scheduling Prob-
lem (RCPSP) has been one of the significant opti-
mization problems. For the need of such a problem,
there are analyzed various types of resources, ways
of performing activities, optimization criteria, etc.
[1–3]. One of the most important aspects of plan-
ning a project in practice is its financial optimiza-
tion that takes into account all cash flows associated
with the project. In the majority of research works
cash flows are discounted, which means that their
NPV (Net Present Value) is calculated. This exami-
nation includes maximization models with discount-
ed cash flows RCPSP-DC (RCPSP with Discounted
Cash Flows) and scheduling project payments PPS
(Payment Project Scheduling) [4–15].

Payment problems are the subject of examina-
tion from the perspective of a contractor and/or

a customer. There are determined, for instance, the
amount of customer’s particular payments and total
payments for completing the project, the number of
tranches, the deadlines, etc. There has been a search
for a solution satisfactory for the customer [5–6], the
contractor [7–9, 11–15] or for both parties [4, 10].

This study contains the analysis of the financial
optimization of the project from the perspective of
a contractor. Taking into account the contractor’s
point of view, cash flows in PPS problems consist
of cash inflows, e.g. the contractor’s expenses relat-
ed to the realization of the activity with the use
of resources as well as cash outflows, e.g. the cus-
tomer’s payments for the contractor for the complet-
ed project or its stages. The customer may make
payments [7–9] one at a time, after the end of the
project (the LSP model – Lump-Sum Payment) or
many times: after specific events (the PEO model –
Payments at Event Occurrences), i.e. the completion
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of the project’s stage or the completion of activities
(the PAC model – Payments at Activities’ Comple-
tion times), or in fixed time intervals (the ETI mod-
el – Equal Time Intervals, the PP model – Progress
Payments).

The bonus-penalty system [16] is also introduced
when settling the project, e.g. penalties for exceed-
ing the agreed deadline for completing the project
(a stage), benefits for an earlier completion of the
project (a stage), etc. Penalties and bonuses are in-
troduced to stimulate the contractor to complete the
project activities as quick as possible, on time and
to compensate for any possible losses for the cus-
tomer caused by delays in completing the project.
The bonus-penalty system is effective from the per-
spective of a contractor when the benefits from
awards are higher than the contractor’s costs borne
in connection with a faster completion of activities
(stages), and the penalties for the lack of punctual-
ity are higher than the benefits from the later com-
pletion of activities (stages). The bonus-penalty sys-
tem is effective from the perspective of the customer
when the contractor’s bonus for a quicker comple-
tion of activities (stages) does not exceed the cus-
tomer’s benefits from a quicker completion of ac-
tivities (stages), and the penalty for the untimely
completion of activities is higher than the customer’s
lost benefits from the timely completion of activities
(stages).

This study proposes the author’s model [11–15],
for the maximization of the amounts of discount-
ed cash flows related to the project from the per-
spective of the contractor, with stage settlements in
which there are agreed stages of the project (mile-
stones) with deadlines as well as amounts of pay-
ments for their completion. Penalties reducing the
customer’s stage payments are calculated in the case
of a delayed completion of the project’s stages. Ben-
efits from a stage system of settlements for the con-
tractor include the possibility to receive earlier pay-
ments for performed activities that may be allocat-
ed for current operations (completion of new activ-
ities, purchase of materials, etc.). Earlier payments,
made before the completion of activities, are unfa-
vorable for the customer but the proposed settlement
model gives the customer the possibility to exercise
a better control over the course of the project, and
the introduction of penalties provides an additional
stimulus for the contractor to complete the project’s
stages.

The proposed model of multi-stage settlements
may be useful in practice. The milestone technique is
an important element of planning activities in course
of completing projects, e.g. it is used to determine

the degree of the project’s completion, it facilitates
project management by increasing the possibility to
control the course and the timely completion of the
project, etc. The number of milestones should not
be large to emphasize their ”exceptional” nature.
Apart from the author’s works, multi-stage project
settlements have not been examined in this form in
research concerning RCPSP. Cash flows related to
the project’s stages are analyzed for the Discrete
Time/Cost Trade-off Problem (DTCTP) [16], Multi-
Mode RCPSP (MMRCPSP) [17, 18], and this study
examines the Single-Mode RCPSP.

In previous works concerning the model analyzed
here, the robust scheduling [11, 12] and project plan-
ning under uncertainty [15] were taken into consider-
ation. There were used the simulated annealing algo-
rithms [12, 13], with the generation of the following
solutions techniques: backward scheduling with com-
pletion times optimization of the project stages [12,
14] or forward scheduling with activity right-shifts
procedure [13].

This article presents new insertion algorithms
dedicated to solve the proposed, deterministic prob-
lem concerning financial optimization of a multi-
stage project. They are designed similarly to effec-
tive procedures for a flow shop. The purpose of the
study is to analyze the effectiveness of these inser-
tion algorithms for the examined problem as well
as the used priority rules and dedicated techniques
for generating solutions, especially justification tech-
nique, adapted to the problem. The effectiveness
is tested for problems from the PSPLIB (Project
Scheduling Problem LIBrary) [19] with additionally
defined contractual stages of the project and specif-
ic cash flows for the financial settlements of activi-
ties [14].

Problem formulation

The object of the analysis is a nonpreemptive,
single-mode RCPSP in which the project is present-
ed in the AON representation (Activity-On-Node)
as a directed graph G(V, E) in which V is the set
of nodes corresponding to activities, and E is the
set of arcs describing precedence relations between
finish-start zero-lag precedence activities. Activities
are executed with the use of renewable resources the
number of which is limited and fixed in time.

The objective of scheduling is to find a schedule
(starting times for activities and, on this basis, fi-
nancial settlements) with the maximum amount of
discounted cash flows from the perspective of the
contractor, with expenses related to the execution
of activities as well as with revenues earned on ac-

Volume 9 • Number 4 • December 2018 107



Management and Production Engineering Review

count of the completion of contractual stages of the
project

F =

NA∑

i=1

(CFAi · e
−α·STi)

+

NM∑

m=1

(CFMm · e−α·MTm),

(1)

with the following resources constraints (2), order
constraints (3) and contractual settlements (4) and
(5):

∑

i∈J(t)

rik ≤ ak,

∀t : t = 1, STNA+1, ∀k : k = 1, ..., K,

(2)

STi + di ≤ STj, ∀(i, j) ∈ E, (3)

MTm = max
i∈MAm

(FTi), (4)

CFMm = MPm−MCm·max(MTm−MDm, 0), (5)

where F – the objective function, sum of dis-
counted cash flows, NA – the number of activities
in the project, NM – the number of contractual
stages defined in the project, i – index of activ-
ities, i = 1, . . . , NA, m – index of project stage,
m = 1, . . . , NM , CFAi – contractor’s expenses relat-
ed to the completion of activity i, α – discount rate,
K – the number of types of renewable resources, rik –
demand for activities and resource type k = 1, . . ., K,
ak – availability of resources type k, ST i – starting
time of activity i, di – duration of activity i, J(t)
– set of activities executed in period [t − 1, t], FT i

– completion time of activity i (FT i = ST i + di),
CFM m – customer’s payments for the completion of
them stage of the project determined for the planned
schedule,MTm – the completion time of the m stage
of the project in the planned schedule, MAm – set
of activities to be completed in the m stage of the
project, MPm – customer’s payment for the comple-
tion of the m stage of the project, MDm – agreed
completion deadline of the m stage of the project,
MC m – agreed unit penalty for exceeding the dead-
line MDm for the completion of the m stage of the
project.
The financial settlements of the project from the

perspective of the contractor assume that the expens-
es (cash outflows) include the costs of completing the
activities CFAi (for activities m = 1, . . ., NA), and
cash inflows include the customer’s payments CFM m

(for stages m = 1, . . ., NM ) for the completed stages
of project.
It has been assumed that all the contractor’s ex-

penses may be linked with the completion of partic-
ular activities. CFAi expenses are calculated e.g. on

the basis of costs of investing resources, the employ-
ees’ remuneration, consumed materials, their trans-
portation, etc.

The customer’s stage payments CFM m (4) are
determined as the difference between the agreed
amount of payments MPm and the possible penalty
for exceeding the completion deadline MDm calcu-
lated while taking into account the agreed unit cost
of delays MC m. If stages are completed earlier than
within the deadline MDm, the contractor receives fi-
nancial resources earlier, with a greater discounted
value.

There has been made the assumption that the
customer performs CFM m payments at the exact
time of the completion of the project stages MTm

planned in the current schedule and CFAi expens-
es are borne by the contractor in planned dates of
starting the activities. This study does not contain
the analysis of the problem of delays in payments.

Proposed insertion algorithms

The project scheduling problem with limited re-
sources, as the generalization of the job shop prob-
lem, is a strongly NP difficult problem [20] for
which it is reasonable to use effective heuristic al-
gorithms. The analysis of the effectiveness of algo-
rithms for RCPSP may be found in overview studies
[21, 22]. Research works present primarily approxi-
mate (heuristic) algorithms with polynomial calcu-
lation complexity, which find the schedules in an ac-
ceptable time, also for problems with a greater num-
ber of activities.

This study uses construction algorithms based on
the insertion method that will build schedules on the
basis of the principles for inserting subsequent activ-
ities to the schedule. They are used to quickly gener-
ate schedules for projects consisting of a large num-
ber of activities as well as to create inaugural, initial
solutions which are improved (the quality of solutions
for construction algorithms may be unacceptable) by
metaheuristics, namely simulated annealing, genetic
algorithms, etc.

The insertion algorithms are used for various op-
timization problems, including scheduling problems.
Insertion algorithms for scheduling issues most often
consist of two stages:

1. the initial stage in which the initial activity list is
determined by using the chosen algorithm apply-
ing priority rules,

2. the basic stage in which the n sequence of
partial permutations is generated, starting with
a single-element permutation and ending with an
n-element permutation. Each subsequent partial
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permutation is created taking into account the
previous permutation and the subsequent activity
inserted from the initial list.
The initial activity list, the sequence of drawing

activities from it as well as the positions attributed
to activities in partial permutations, are specific for
particular insertion algorithms.
This article proposes the following insertion al-

gorithms Alg1, Alg2 and Alg3, developed by the
author for RCPSP, based on the concepts of pro-
cedures used for other scheduling problems, i.e. the
permutation flow shop [23, 24].
The Alg1 algorithm proceeds in the following

steps [25]:
Step 1:

Creating the initial list L consisting of all the ac-
tivities which may be started at time t = 0, arranged
on the basis of the adopted priority rule.

Step 2:

Inserting the first activity from the L list to all
possible positions on the current activity list P (tak-
ing into account order constraints) and generating
a partial schedule in each case (for each insertion
position). From among all possible partial schedules
there is chosen the schedule for which the best solu-
tion evaluated with the adopted optimization crite-
rion of partial schedules is determined.

Step 3:

Updating the L list: removing the activity insert-
ed in step 2 and inserting all consequents of this ac-
tivity, which all predecessors are already included in
the P list, observing the order of activities on the L
list resulting from the adopted priority rule.
Steps 2–3 are performed until all activities are

placed on the L list from which a schedule being the
solution to the RCPSP problem is generated with
the use of SGS.
In the description of the algorithm:

• P list – the activity list from which the current
schedule is created with the use of the SGS de-
coding procedure,

• L list – the list of currently available activities that
may be started, which means that its predecessors
are activities already placed on the P list).
Procedures of Alg2 and Alg3 act in a similar

manner as Alg1. The order of activities on the L
list for Alg2 and Alg3 has no effect on the course
of the algorithm (the order may be any). Step 2 of
the Alg2 procedure includes the sample of insertion
of each activity from the L list into the last position
on the P list and choosing such activity for this posi-
tion for which the best partial schedule is generated.
In turn, step 2 of the Alg3 procedure includes the
sample of insertion of each activity from the L list

to all possible positions on the P list and choosing
such activity and such insertion position for which
the best partial schedule is generated.

Step 2 of the Alg1, Alg2, Alg3 algorithms in-
volves the evaluation of partial schedules. There is
determined the value of the F function for the full
schedule found for the activity list consisting of ac-
tivities found on the current P list and then from
the remaining project activities in the order resulting
from the applied priority rule. Priority rules applied
in calculation experiments are as follows:

• R0 – random priorities of activities,
• R1 – the minimum latest starting time of the ac-
tivity taking into account the agreed deadlines for
the completion of project stages,

• R2 – the minimum latest finish time of the activi-
ty taking into account the agreed deadlines for the
completion of project stages,

• R3 – the maximum number of all the successors
of the activities,

• R4 – the maximum sum of the duration periods
of a given activity and all of its successors,

• R5 – the minimum number of a project stage in
which the activity is executed and, with the same
stages, the minimum cost of executing activities
(the CFAi).

These rules are used to arrange activities that
have not been placed on the P list yet (in determin-
ing the F objective function) as well as to arrange
activities on the L list in the Alg1 procedure. If the
activities have the same priorities for a given prior-
ity rule, activities marked with a lower number are
placed on earlier positions of the list.

Solutions in the proposed insertion algorithms are
stored in indirect representation, the so-called activ-
ity list, which is the permutation of the numbers of
subsequent activities taking into account precedence
relations. The activity list is transformed to direct
representation, e.g. a vector of starting times for ac-
tivities, with the use of Schedule Generation Schemes
SGS, which generate feasible schedules meeting the
order and resource constraints. In this study, there
are frequently used the following decoding proce-
dures for RCPSP: serial SGS and parallel SGS [26].
The schedule may be determined with the use of SGS
as a result of planning subsequent activities from
the beginning of the activity list (forward schedul-
ing) or from the end of the activity list, determining
the times of starting the activities with the agreed
due date (backward scheduling).

The forward or backward schedule determined
with the use of SGS procedures may be improved for
the analyzed problem of the financial optimization of
a multi-stage project similarly as for RCPSP-DC. It
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is recommended to acquire the customer’s payments
for the completed stages of project as quickly as pos-
sible and to bear expenses related to commenced ac-
tivities as late as possible. The growth in the sum
of accumulated cash flows F is always achieved with
a later start of activities for which the completion
times of the project’s stages are not changed. The
completion of the project’s stages earlier than within
the agreed deadlines may be beneficial due to a high-
er NPV of the customer’s earlier payments.
The known techniques of generating solutions for

RCPSP-DC, namely the bidirectional SGS procedure
[27], right and left shift algorithms for activities, etc.,
the overview of which may be found in the study of
M. Vanhoucke [28], do not build solutions relevant for
the analyzed optimization model. As a result, proce-
dures developed by the author and dedicated for the
examined problem are proposed to improve the so-
lutions determined with the use of SGS:
• backward scheduling with the optimization (shift-
ing) of the completion time of the agreed stages of
the project [12, 14],

• the techniques of right justification by extremes
and left justification by extremes taking into ac-
count the completion time of the agreed project
stages.
The operation of both of the above-mentioned

procedures of improving schedules is explained for
the illustrative example.

Illustrative example

Let us present an illustrative example to explain
the proposed problem and the techniques of generat-
ing solutions. The AON activity network for an ex-
emplary project with agreed settlements is presented
on Fig. 1.

Fig. 1. An example project with agreed stages in AON
representation.

The project consists of eight activities (ac-
tivities 0 and 9 are dummy activities represent-
ing, respectively the initial and the final node in
the graph G(V, E)) executed with the use of one
type of resource with availability equal to 10. The
project defines three agreed stages of settlements, in
which activities MA1 = {0, 1, 2}, MA2 = {3, 4, 5},
MA3 = {6, 7, 8, 9} are executed with agreed dead-
lines MD1 = 4, MD2 = 8, MD3 = 12. The cus-
tomer’s stage payments are MP1 = 40, MP2 = 40,
MP3 = 60 and they may be reduced by the costs
of possible delays in the execution of project stages
calculated on the basis of unit costs MC 1 = 5,
MC 2 = 5, MC 3 = 10. The discount rate α = 0.01
was adopted when determining F .

There is the need to explain the manner of gener-
ating dedicated solutions on the basis of the activity
list for the problem of the financial optimization of
a multi-stage project. Let us assume that the activity
list {1, 5, 2, 3, 6, 4, 7, 8} is to be decoded.

The first proposed procedure for generating so-
lutions is backward scheduling with the optimiza-
tion of the completion time of the agreed stages of
the project. This procedure uses SGS with back-
ward planning for the adopted completion time of
the project’s stages. Subsequent iterations include
unit shifts to the left of the completion time of all
stages of the project MTm, starting with the first
and ending with the last. They are introduced as
long as this operation increases the value of theF
objective function. The course of the optimization of
the agreed stages’ completion time for the analyzed
project is illustrated in Figs. 2–5.

Fig. 2. Backward schedule generated with the use of seri-
al SGS for activity list {1, 5, 2, 3, 6, 4, 7, 8} with adopted

initial, agreed completion time of stages.
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The backward schedule determined for the an-
alyzed list {1, 5, 2, 3, 6, 4, 7, 8} and serial SGS
with the completion time of stages such as the agreed
MT1 = MD1 = 4, MT2 = MD2 = 8, MT3 = MT 1 =
12 is presented in Fig. 2 (value of the objective func-
tion for this schedule F = 40.98). The procedure for
left shifts of the project’s stages starts from shifting
the completion time of the first stage. Starting SGS
assuming the subsequent unit shifts:

• MT1 = 3 – increases the value of the objective
function F from 40.98 to 41.25,

• MT1 = 2 – increases the value of the objective
function F from 41.25 to 41.45,

• MT1 = 1 – it is impossible to create a schedule,
the procedure proceeds to a left shift of the second
stage of the project.

The schedule determined after shifting the first
stage from F = 41.45 is presented in Fig. 3.

Fig. 3. Backward schedule determined on the basis of the
optimization for completion time of the first stage.

The unit shift of the completion time MT2 = 7
in the second stage reduces the value of the F objec-
tive function from 41.45 to 41.41 (the growth in the
customer’s discounted payment for the second stage
is smaller than the growth in the amount of the con-
tractor’s discounted expenses borne on account of
an earlier completion of activities 3, 4, 5). The pro-
cedure proceeds to a left shift of the third stage of
the project.

In the third stage, assuming the completion time
of the stage shifted by a unit MT3 = 11, the val-
ue of the F objective function increases from 41.45
to 41.49. Assuming the completion time of the stage
shifted by another unit MT3 = 10, the value of the
F objective function increases from 41.49 to 41.54
as a result of the increased discounted payment for
the third stage. It is impossible to generate a feasible
schedule within MT3 = 9.

The schedule generated after the first passage of
shifts in the stages of the project, with F = 41.54, is
presented in Fig. 4.

Fig. 4. Backward schedule determined on the basis
of a single course of optimization for all completion time

of the project’s stages.

As a result of the optimization of the completion
time of agreed stages, the value of the Fobjective
function was improved from 40.98 to 41.54. The al-
gorithm starts the improvement from the first stage
again. It is impossible to shift the first stage with
MT1 = 2. Shifting the second stage to MT2 = 7
causes the growth of F from 41.54 to 41.72. With
MT2 = 6 it is impossible to build a feasible sched-
ule, as with shifting the third stage to MT3 = 9.
The schedule with F = 41.72, presented in Fig. 5, is
created as a consequence of the optimization of the
completion time of the project’s stages. The further
shift of stages does not bring any growth in the F
objective function and the procedure ends.

Fig. 5. Final backward schedule determined as a result
of the application of the optimization procedure for all

completion time of the project’s stages.

Solutions relevant for the analyzed problem of
the financial optimization of a multi-stage project
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may also be generated with the use of justification
techniques known for RCPSP [29, 30]. Right justi-
fication RJ and left justification LJ are often used
in combination. The justification of a given activi-
ty to the right (to the left) consists in determining
the latest (the earliest) possible starting time for this
activity, taking into account the order and resource
constraints as well as the current schedule. For the
analyzed problem with RJ, activities are shifted so as
not to change the current deadlines for the comple-
tion of the project stages. Activities are to be started
as late as possible, while the agreed project stages are
to be completed as early as possible.

The analysis of justification techniques for exem-
plary schedules has shown that it may be effective
to use triple justification RJ+LJ+RJ. Let us assume
that there takes place the revision of the schedule
from Fig. 6, generated forward with the use of serial
SGS for the activity list {1, 5, 2, 3, 6, 4, 7, 8} with
the value of the F objective function = 39.87. The
subsequent transformations of the schedule with the
use of triple justification RJ+LJ+RJ are presented
in Figs. 7–9.

Fig. 6. Forward schedule generated with the use of a serial
SGS for the activity list {1, 5, 2, 3, 6, 4, 7, 8}.

At the beginning there is used right justification
in which activities with the maximum completion
time are subsequently chosen (RJ by extremes) – ac-
tivities 7, 8, 6, 4, 3, 5, 2, 1. The use of RJ generates
the schedule with a better quality of F = 40.99, pre-
sented in Fig. 7.

Left justification is performed after the applica-
tion of RJ. Subsequent activities with the minimum
starting time (LJ by extremes) are chosen for LJ in
the schedule generated after RJ from Fig. 7 – activ-
ities 1, 2, 5, 3, 4, 6, 7, 8. As a result of LJ, there is
created the schedule presented in Fig. 8 with a high-
er value of the F objective function = 41.66, due to
an earlier completion of all stages of the project.

Fig. 7. Schedule after RJ for MT1 = 4, MT2 = 8,
MT3 = 12.

Fig. 8. Schedule after RJ+LJ.

RJ is performed for the schedule from Fig. 8, as-
suming the shifted completion time of the agreed
project’s stages (MT1 = 2, MT2 = 7, MT3 = 10)
for subsequently justified activities 7, 6, 8, 5, 4, 3, 2,
1. There is generated a new schedule, presented in
Fig. 9, with a higher value of the F objective func-
tion F = 41.72 than the schedule from Fig. 8, due to
a later start of activity 8.

Fig. 9. Schedule after RJ+LJ+RJ.
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The schedule from Fig. 9 is the final solution to
the problem obtained with the use of justification
RJ+LJ+RJ for the activity list {1, 5, 2, 3, 6, 4, 7,
8}. It is identical as the schedule from Fig. 5, found
with the use of the backward scheduling procedure
with the optimization of the completion time of the
project’s stages.

Results of experiments

The experiments were performed using an appli-
cation implemented in the C# language in Visual
Studio.NET, using a computer with an Intel Core
i7-4770 processor CPU 3.4 GHz, 8 GB RAM, for 480
test instances from the set J30 (30-activity problems)
and for 480 instances from the set J90 (90-activity
problems) from the PSPLIB [19].
The agreed settlements are defined for each

project from the PSPLIB on the basis of a baseline
schedule S which is created as a result of the appli-
cation of a serial procedure SGS for the activity list
{1, 2, . . . , 30} for the set J30 or {1, 2, . . . , 90} for the
set J90. There are defined three project stages with
deadlines MD1 = T/3, MD2 = 2T/3 and MD3 = T
(T – duration of the project in the base schedule S).
The sets of stage activities MAm are determined on
the basis of the S schedule:
• the set MA1 contains all activities the completion
time of which is lower than or equal to MD1,

• the set MA2 contains all activities the completion
time of which is lower than or equal to MD2 and
higher than MD1,

• the set MA3 contains the remaining activities.
In the financial settlements for each test instance:

MP1 = 60, MP2 = 60, MP3 = 120, MC1 = 1.5,
MC2 = 1.5, MC3 = 3, CFAi costs are determined as
costs proportional to the total demand for resources
and the completion time of a given activity assuming
that their sum for all activities is 100 [12]. The dis-
count rate adopted in the experiments is amounted
to α = 0.01.

The purpose of the experiments was to evalu-
ate the effectiveness of the developed insertion algo-
rithms for the analyzed problem as well as to find the
best priority rules (among the rules R0–R5) and the
techniques of generating solutions. For the need of
comparative purposes, at the beginning there were
performed computational experiments for a single-
pass priority rule heuristic as well as for the applied
priority rules and techniques of generating solutions.
The results of experiments for the single-pass pri-
ority are presented in Table 1, while Tables 2 and 3
contain the results for the insertion algorithmsAlg1,
Alg2 and Alg3. The calculation time and the num-
ber of tested solutions for Alg1, Alg2 and Alg3 are
presented in Table 4.

The Alg1 algorithm is the most effective one.
It uses the backward scheduling procedure with the
optimization of the completion time of the project’s
stages, with the improvement of solutions using the
left and then the right justification. The best results
are achieved for the priority rule R2 (the minimum
latest finish time) which proved to be the most effec-
tive one for the projects from both the set J30 and
the set J90.

The use of effective priority rules improves the
quality of the obtained solutions. Schedules generat-
ed for algorithms using the rule with random priori-
ties of activities R0 are of worse quality – the lowest
average value of the F objective function. R1, R2
rules are effective priority rules.

A considerable improvement in the quality of so-
lutions is always observed after the application of
the triple justification (for forward scheduling) or the
double justification of solutions (backward schedul-
ing). The use of justification increases not only the
calculation time but also the value of the F objective
function. The most effective technique of generating
solutions is backward scheduling with the optimiza-
tion of the completion time of the project’s stages,
with the improvement of solutions using the left and
then the right justification.

Table 1

Results of experiments for single pass priority rule algorithms.

J30 J90

Forward scheduling Backward scheduling Forward scheduling Backward scheduling

RJ RJ+LJ+RJ – LJ+RJ RJ RJ+LJ+RJ – LJ+RJ

R0 54.73 66.75 63.26 69.47 19.78 39.85 19.78 39.85

R1 67.02 71.41 69.31 72.26 36.58 46.17 36.58 46.17

R2 69.57 73.05 69.72 72.51 37.78 46.79 37.78 46.79

R3 65.67 71.49 68.79 71.71 29.41 43.18 29.41 43.18

R4 63.44 70.27 67.88 71.59 27.43 42.90 27.43 42.90

R5 64.11 69.83 67.63 71.19 31.55 44.60 31.55 44.60
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Table 2
Results of experiments for projects consisting of 30 activities – proposed insertion algorithms.

Average objective function F Number of the best solutions

Forward scheduling Backward scheduling Forward scheduling Backward scheduling

RJ RJ+LJ+RJ – LJ+RJ RJ RJ+LJ+RJ – LJ+RJ

Alg1

R0 31.36 45.39 39.34 50.18 103 133 83 148

R1 67.89 73.10 75.56 77.04 178 204 149 206

R2 76.62 77.12 75.88 77.32 182 209 189 235

R3 76.60 77.00 75.76 77.10 142 159 139 198

R4 74.26 75.33 74.03 76.73 138 161 125 186

R5 73.32 74.63 73.18 76.41 119 161 151 188

Alg2

R0 73.80 76.42 75.33 76.61 126 156 137 193

R1 72.21 75.41 75.30 76.54 145 185 141 193

R2 75.48 76.55 75.40 76.93 150 188 148 195

R3 75.86 76.77 75.49 76.97 144 186 144 195

R4 75.31 76.43 75.39 76.85 136 175 142 193

R5 74.52 76.13 75.45 76.86 144 168 139 206

Alg3

R0 74.57 76.29 75.42 76.82 124 174 156 204

R1 73.05 75.79 75.64 76.86 155 197 160 201

R2 75.86 76.79 75.90 77.02 158 195 162 206

R3 76.12 76.94 75.99 77.06 147 193 157 205

R4 75.54 76.56 75.77 76.98 140 185 158 203

R5 74.86 76.31 75.92 76.98 153 176 159 218

Table 3
Results of experiments for projects consisting of 90 activities – proposed insertion algorithms.

Average objective function F Number of the best solutions

Forward scheduling Backward scheduling Forward scheduling Backward scheduling

RJ RJ+LJ+RJ – LJ+RJ RJ RJ+LJ+RJ – LJ+RJ

Alg1

R0 31.36 45.39 39.34 50.18 22 26 7 28

R1 51.34 51.94 47.84 52.21 36 50 28 52

R2 51.19 52.05 49.57 52.57 35 49 42 68

R3 41.82 46.07 39.80 51.59 23 30 17 40

R4 40.62 44.99 38.38 51.43 24 27 17 41

R5 43.60 51.55 48.71 51.86 23 30 19 47

Alg2

R0 41.25 49.45 48.37 51.94 24 39 17 44

R1 48.34 52.04 48.64 52.26 24 42 14 53

R2 48.86 52.22 49.04 52.38 24 37 14 56

R3 45.22 51.01 48.88 52.21 23 33 13 46

R4 44.49 50.85 48.65 52.12 23 30 8 44

R5 46.72 51.70 48.54 52.18 24 31 8 50

Alg3

R0 42.22 49.57 49.17 52.04 22 36 17 50

R1 48.77 52.04 49.56 52.41 25 46 19 62

R2 49.22 52.27 49.81 52.46 24 48 17 62

R3 45.61 51.24 49.67 52.31 24 34 15 53

R4 45.18 51.20 49.50 52.20 24 35 11 53

R5 47.14 51.87 49.50 52.30 24 34 13 65

The Alg2 algorithm is the quickest one. It de-
termines and checks the smallest number of sched-
ules in the course of its activity. The slowest algo-
rithm is Alg3 that determines and checks the high-
est number of schedules in the course of its acti-
vity.

The number of schedules analyzed in insertion al-
gorithms increases rapidly along with the increase in
the size of the problem, which may prevent their ap-
plication for very large projects. Several times more
solutions are tested for projects consisting of 90 ac-
tivities than for projects consisting of 30 activities.
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Table 4
Comparison of calculation times and the number of verified schedules for analyzed insertion algorithms.

Forward scheduling Backward scheduling

RJ RJ+LJ+RJ – LJ+RJ

CPU No. sol. CPU No. sol. CPU No. sol. CPU No. sol.

J30

Alg1 0.006 157.9 0.068 158.0 0.035 158.1 0.092 158.1

Alg2 0.004 124.2 0.055 123.1 0.028 124.1 0.075 123.2

Alg3 0.009 217.7 0.096 215.3 0.048 217.1 0.127 215.5

J90

Alg1 0.043 1078.2 0.732 1078.1 0.397 1079.9 1.085 1079.1

Alg2 0.030 711.7 0.499 699.4 0.256 702.1 0.715 695.0

Alg3 0.056 1332.6 0.935 1308.3 0.476 1324.0 1.336 1313.4

Summary

The article proposes insertion algorithms for the
problem of scheduling a multi-stage project with lim-
ited resources with the maximization criterion of the
sum of discounted cash flows (cash outflows are as-
signed to activities and client’s payments are real-
ized for the completed stages of the project). These
procedures are based on concepts used for the flow
shop problem. Solutions are generated using modi-
fied justification techniques taking into account the
special nature of the examined problem. In the sched-
ule appropriate for the problem, activities should be
planned as late as possible but with the earliest pos-
sible completion of the agreed project’s stages.

The effectiveness of algorithms was tested for test
instances from the PSPLIB with additionally speci-
fied financial settlements of the project’s stages. The
experiments have demonstrated a good efficiency of
the Alg1 algorithm and the backward scheduling
procedure with the optimization of the completion
time of the project’s stages, with the improvement
of solutions using the left and then the right justifi-
cation.
Schedules generated by the proposed insertion al-

gorithms will be used as inaugural solutions in the
algorithms for local searches, i.e. simulated anneal-
ing, the development of which will be the subject
of further work of the author. The subject matter
is up-to-date and the proposed settlement model of
a multi-stage project may be useful when executing
practical projects.
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