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FORMALIZATION OF TECHNOLOGICAL KNOWLEDGE IN THE FIELD OF METALLURGY USING DOCUMENT 
CLASSIFICATION TOOLS SUPPORTED WITH SEMANTIC TECHNIQUES

The process of knowledge formalization is an essential part of decision support systems development. Creating a technologi-
cal knowledge base in the field of metallurgy encountered problems in acquisition and codifying reusable computer artifacts based 
on text documents. The aim of the work was to adapt the algorithms for classification of documents and to develop a method of 
semantic integration of a created repository. Author used artificial intelligence tools: latent semantic indexing, rough sets, association 
rules learning and ontologies as a tool for integration. The developed methodology allowed for the creation of semantic knowledge 
base on the basis of documents in natural language in the field of metallurgy.
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1. Introduction

Quality assurance is a key aspect of production and man-
agement in the steel industry. In an age of rapidly developing 
technology, an important element of the design and control of 
the process are information systems, including decision support 
tools [1-3]. The knowledge base of such systems consist of two 
types of formal resource-one of them is a set of decision rules 
[4,5], and the second-the repository of documents containing 
technological knowledge necessary for decision-making in 
emergency situations, in the non-routine activities [6,7]. Such 
documents that can be used, must be prepared ex ante-digitized, 
described, ready to search.

Human language is not the language understood by the 
machine, which is why the use of computational systems to 
select information requires the use of programming methods, 
which become a kind of bridge between man and machine. The 
methods used so far mainly consisted in comparing the searched 
term-key with the information stored in the knowledge base 
[8]. As the database grows, the amount of the results increases, 
making it difficult to reach the results of the “best” value from 
the point of view of the user.

To obtain the results of the content search closer to the user 
expectations one can use  methods of an artificial intelligence: 
the method of latent semantic indexing [9], rough sets [10-12] 
and association rules learning [13,14]. These methods have one 
thing in common-to define the substantive content of the docu-
ments use patterns acquired through exploration of training set 
of documents. The result of these algorithms is to get the classes/
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clusters of documents of common interest or content, which is 
an essential element in enhancing the quality of search in the 
knowledge base.

2. Investigation methods

A large group of collected resources are text documents 
in the domain of metallurgy. In addition to typical documents 
considered text documents, such as articles, notes, books (eb-
ooks), this group can also include Web pages, forms, and tables 
[15-17]. The exploratory analysis of text documents, known also 
as text mining, is a set of concepts, methods and, implemented 
in the form of software, algorithms for processing the text re-
sources, leading to automation of processes related to documents 
prepared in natural languages. Text mining can also be defined 
as the process by which in the text resources is discovered the 
information previously unknown. As in data mining, also in text 
mining there is an attempt to explore the previously unknown 
regularities, rules, and patterns [18-20].

2.1. Text pre-processing

The research base is composed of text documents and the 
data not having a well-defined structure, written in natural lan-
guage. The main problem that the designer of systems of content 
analysis must face is morphological analysis of the searched 
phrase. It has to do with the specific nature of the language-the 
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Polish language in particular-because many of the words are 
ambiguous and used depending on the context of the statement 
[6]. Therefore, simple lexical analysis fails and produces results 
far from the expected ones.

Stop list. In natural languages a large number of words in 
the text are, for example, conjunctions, pronouns and articles (in 
languages that have them). They do not contain information about 
the topics contained in a document, but only shape the course 
of the statement. They are found in nearly all documents, which 
makes their discriminant power very weak. A list of such words 
is called stop-list. Taking into account the words included in the 
stop-list leads to disturbances in the analysis of the document. 
The removal of such words allows reducing the dimensionality 
of the space, which leads to savings in memory and shortens the 
duration of making the algorithms.

Lemmatization consists in bringing different inflected 
grammatical forms to the basic form called lexeme. Lexeme 
means an abstract unit in linguistics specifying the lexical mean-
ing and the set of all the grammatical functions, which it can 
perform. The canonical form of the lexeme is the lemma (the 
simplest of all possible forms-given in the dictionaries). The 
process of lemmatization is important in languages   with rich 
inflection, which also include the Polish language. The applica-
tion of the process of lemmatization may considerably limit the 
number of terms extracted from the document.

Stemming is the process of bringing the word to its root 
by eliminating the prefixes and suffixes. The root is part of the 
word, which in a unique way is identified with the lexeme. 
This operation contributes to a decrease in the data to be ana-
lyzed [21].

Vector Space Model is an approach to the issue of the rep-
resentation of the document. This approach is quite popular in 
the algorithms of grouping. It is assumed that each document is 
represented by a vector of numbers that determine the occurrence 
of the keyword in the document. With respect to the m-element 
set of documents there is a matrix Mmxn (TFM, term frequency 
matrix) in which each document di is represented by the n-
dimensional vector of the occurrence of a term ti. In the vector 
space representation of text documents, ti expresses the weight 
(a certain real number) that shows how many times a given term 
appears in the document or in the whole set of documents. The 
weight wtf–idf (1) assumes high values for those terms that oc-
cur in a small number of documents, the medium values when 
the term appears frequently in many documents and rarely in 
a few documents, and low values for the terms found in almost 
all documents. These properties contribute to the diagnosis of 
specific terms.

 wtf–idf (ti,d ) = wtf (ti,d ) * widf (ti,d ) =
 = wtf (ti,d ) * log(N/nj) (1)

where: wtf  – term frequency, ti – number of occurrences of 
the term in the document d; N – is the number of documents in 
a collection; nj – is the number of documents that contain the 
phrase tj.

2.2. Latent Semantic Indexing (LSI)

Latent semantic analysis is a theory and mathematical 
method, whose mission is the extraction of knowledge about 
the contextual meaning of words from large text bodies, help 
in solving the problems of synonymy (several words with the 
same meaning) and polysemy (one word with many meanings) 
in systems of information extraction.

LSI (Latent Semantic Indexing) algorithm uses a factor 
analysis, a method that allows reducing the large number of 
variables (terms from term frequency matrix-TFM) to a number 
of uncorrelated factors. Factor analysis is conducted with SVD 
decomposition (Singular Value Decomposition) which essence 
is to compute the singular value decomposition of the matrix A 
(containing vector representations of documents i.e. TFM) of 
dimensions mxn (it can be assumed without the loss of generality 
that m > = n). Proceeding in this way reduces the dimensional-
ity of the matrix of the terms, and hence the redundancy in the 
description of the documents. Importantly, this method entails 
only small loss of information. There are new expressions (un-
correlated factors)-pseudowords, which contain in themselves 
the meaning of words relating to the same issues (e.g. phrases 
such as ingot, mould, metallic die, cast and mould core define 
the casting issues). More details related to the discussed method 
can be found in the publications [9,22].

2.3. Rough sets

The aim of the rough set theory is to create a new math-
ematical model describing imprecise and inaccurate data. The 
advantage of the rough set theory, in the case of data analysis, is 
the possibility to search the relationships between the attributes 
that characterize objects and to generate rules that describe the 
possible relationships between them. According to the traditional 
concept a set is precisely defined by its components. In the case 
of a rough set theory we do not have a clear understanding of its 
elements, and the set is described by attributes placed in the deci-
sion table [23]. This method of defining a set implies the potential 
for ambiguity, hence the rough set is composed of the lower and 
upper approximations. All objects decision table (elements of the 
set) are determined by a binary Indiscernibility relation (IND), 
which is key in rough set theory [24]. Its definition is as follows: 
Let it be a decision table DT = U,C,D,V, f, where C  D = Q 
and any subset of attributes P  Q. Indiscernibility relation is:

 , :  IND P x y U a P a x a y  (2)

The relationship defines the objects (elements) that have 
the same values for all attributes in the subset. In other words, 
we cannot clearly distinguish between data objects based on 
separate attributes. In addition, this ratio divides us considered 
a collection of a group called disjoint classes of abstraction. The 
fact that we strive to create the most general rules of decision, the 
best solution is to use a set of reducts of the decision table, not 
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the entire set of conditional attributes. Reduct is the minimum 
subset of the set of conditional attributes C, which preserves the 
distinguishing of objects relative to a set of decision attributes D. 
It is defined as follows:

 :  IND C IND XRED C X X C D D  (3)

It is a set, which cannot be reduced without losing the iden-
tification of objects. The minimum subset of attributes is created 
in the goal of creating the least amount of decision rules [25].

2.4. Association rules learning

Association rules learning is one of the methods for data 
mining, which is based on creating sets of association rules de-
scribing the collection. Association analysis is one of the main 
methods used in text mining because of the usefulness of the 
method in the processing of nominal variables. Apriori algorithm 
and all its modifications are the best known implementation of 
association rules learning. Apriori algorithm is based on a deter-
mination of frequent keyword sets (keyword combinations) and 
generating rules from them in the second step of the algorithm. 
The frequent keyword set is a set of common terms whose support 
(the number of occurrences of the phrases set in relation to the 
total number of transactions-documents) exceeds the required 
level. Each set has calculated support. If it reaches a minimum 
value set by the user, the frequent set creates a rule. Each of 
the frequent set that meet the support is re-used to create more 
and more of k-elements frequent sets that are checked again 
in the context of the support. Apriori algorithm is the simplest 
realization of the idea of associative analysis, but its weakness 
is the computation time, hence the need for more efficient 
algorithms as AprioriTid or algorithm FP Growth, which, by 
introducing additional database structure enables the omission 
of certain transactions [26]. All these algorithms have one goal-
to determine what words have the property of “co-existence” in 
the individual documents, and on this basis to define groups of 
documents and the content.

2.5. Ontology 

Ontologies are taken from the philosophy with full con-
sciousness of the objective they are supposed to meet - a simpli-
fied model of the reality. An ontology is a model of a fragment 
of domain knowledge consisted of a set of concepts and a set 
of predicates: properties of concepts being unary predicates and 
a set of relationships between concepts being binary predicates. 
An ontology describes objects and relationships, resulting from 
the knowledge agreed by the group rather than individual expe-
rience [27-30]. An ontology’s domain is a range of knowledge 
concerning one or more issues that are in a scope of interest 
because of the purpose of the model. The domain ontologies 
refer to specific fields, these are ontologies for the different fields 

of knowledge, adapted to functional needs and requirements 
of the application, in which they are to be used. Thus there is 
a need to create tools for the integration of ontologies [31-32]. 
Ontology is not a database schema, but a simplification is also 
possible: an ontology for the repositories of knowledge is what 
the diagram of entity is for a database; it is a schema, a model 
of a certain field of knowledge, readable by both computers and 
people. Creating an unified, formal language of related-concepts 
definition and its further sharing with a number of users is a first 
and most important goal of ontologies [33-35].

3. Investigation results

The methods described in the preceding paragraphs were 
used in the creation of a system for classifying and semantic 
integrating documents. This system is a result and an extension 
of former studies of the Author described in [22]. The created 
program includes five components: (1) latent semantic index-
ing module, (2) rough sets document classification module, (3) 
apriori document classification module, (4) system of semantic 
integration of documents, (5) ontology integration module. The 
premise of the system is automatic scanning and cataloguing 
of documents using the described algorithms in such a way 
that they can be integrated later with the ontological model. 
The product of the system operation is a file with the ontology 
enriched with integrated documents. Components of the system 
are shown in figure 1.

Fig. 1. Components of the system for classifying and semantic integrat-
ing documents

RoughSetsRules:classifier. The module for classifying 
documents based on the theory of rough sets on the input has 
a database entry, which is a specially designed decision table 
generated on the basis of a set of documents – Polish-language 
publications in the field of metallurgy. The decision table con-
tains the conditional attributes (keywords) and a decision at-
tributes (class of documents), under which the system performs 
an analysis of the newly added document. The block called 
RoughSetsRules:classifier include all the necessary algorithms 
for defining the cores, reducts and the rules that generated the 
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decision. To obtain the most general set of rules reducts of the 
decision table should be calculated. The module uses the method 
for determining reducts based directly on the approximation of 
the rough set so that the computational complexity of the algo-
rithm used is smaller.

Fig. 2. The algorithm for creating reducts for the input decision table

Figure 2 presents a scheme of an algorithm for creating 
reducts for the input decision table. The algorithm assigns ele-
ments that are a core to the set of reducts because these are the 
attributes that affect the decision certainly. Then goes a block 
of instructions until the condition:

 γR(D) ≠ γC(D) (4)

If the above inequality is true, or if the quality of the ap-
proximation of set of reducts is different from the quality of the 
approximation of all the conditional attributes, then the conditional 
block is executed. After checking all the attributes, elements of the 
calculated subset are added to reducts and then the main condi-
tion (4) is checked. When it is false-algorithm exits and results 
on output with calculated set of RED(C), being a minimum set 
of attributes for the decision table DT [11]. The final stage is to 
determine the classification decision rules. Based on the deter-
mined reducts of decision table, columns that the set of RED (C) 
does not contain are removed. Decision rules are presented in 
the form of implications, making it easy to attach to a decision 
depending on the value generated reducts. Example of generated 
rule might be: IF 0,0,0,0,1,1,1,0,0,0,0,0,0 THEN “heat 
treatment” where a string of bits indicates the occurrence of 
keywords from the decision table and the THEN clause is followed 
the conclusion being a class which will be assigned the document.

AssociationRules:classifier module is based on four 
phases: (1) Preparation of data for learning; (2) Load data and 
their extraction, (3) Application of the algorithm TF-IDF / Apriori 
and the Association rule learning, (4) Presentation of results.

The user specifies: (1) length filter of words handled by the 
program. If after the extraction process the word will be shorter 

than the size indicated by the user it would not be added to the 
database. (2) When too strong factor min-frequency will eliminate 
the least frequently occurring words making use of the following 
algorithms may be shortened, but it can also spoil the results, if 
the keyword appears in the document is rare, so use this param-
eter with caution. (3) Determination of the support affects the 
result Apriori algorithm, which, depending on this factor creates 
a frequent keyword set. (4) Confidence determines the credibility 
of the rule set, which is the result of the algorithm Apriori. (5) 
Support tf-idf narrows words appearing in the documents such that 
there are at least 0.00-0.10 results obtained after normalization 
tf-idf; setting the indicator to 0: not filtered at all, and at least 0.01: 
rejects the word in small number of times in each of the docu-
ments in the group. Classification conducts by using generated for 
each category association rules to group “unknown” documents. 
The documents are grouped by scanning them in sets of words 
occurring in every single association rule. The more rules appear 
in the collection of disaggregated words, the program increases 
the probability factor for the document that can belong to a group 
of documents in which it was previously found association.

LSI:clustering module. The components responsible for 
processing documents (LSI) and their integration with ontology 
(semantic integration of documents OntologyMapper) work 
closely together. For their operation, modules that are responsible 
for the analysis of documents and their integration do not demand 
from the user making any major operations. In the automatic way 
they assign documents to be catalogued to ontology and write 
the modified ontology to a new file. More about the operation of 
these modules, the reader would find in the position [22]. For the 
example, to the class called Decarburization has been assigned 
the document called Fundamentals of heat treatment. In addition, 
as a result of the operation, a new ontology called NewOntology 
was created, while the base ontology, i.e. ontology_cast iron, 
has not been overwritten as a result of the program operation.

Managing classifications from different domain ontolo-
gies may be supported by the module OntologyIntegrator. It 
provides solutions for the comparison and integration of the two 
existing ontology into one. An important role for the work of the 
algorithm plays a ontologies convergence factor specifying the 
extent to which ontologies should be similar to each other, to 
allow for their integration. It is a factor set by the user. The algo-
rithm has three modes: (1) Class Only: Ontologies are compared 
with each other on the basis of class names, this is the easiest and 
fastest method of analysis, but its drawback is the inability to 
detect changes in the properties of classes or change the number 
of objects which are not classes. (2) Standard Algorithm: analyz-
ing ontologies compares not only the names of the classes, but 
which are also included in these properties. This allows a broad 
comparison of ontology. (3) Full: algorithm counts and com-
pares the value of all the triples <Subject, predicate, object>, 
from which the ontology is built. In this mode, the algorithm 
compares each part of both ontology. As the example of ontol-
ogy integration two ontologies – white cast iron and grey cast 
iron ontologies – containing a small amount of common classes, 
but having common mechanical properties are not possible to 
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integrate on the basis of names of classes only. Because of the 
common characteristics of classes analyzed it was possible to 
integrate with option of class&properites (2: Standard Algorithm) 
mode or with full&triple (3: Full) mode of operation. Example 
is presented in the figure 3.

The results of the analysis indicate the need for a user raised 
awareness about the actions taken by him. Of great help here is 
certainly a clear definition of objectives and knowledge of the 
contents of the compared ontologies.

4. Conclusions

The advantage of search for documents based on classifica-
tors over the methods based on keywords is finding documents 
indirectly related, expressed in words other than the query but 
referring to a similar subject. It also allows the creation of rank-
ings of items found, so that the user receives the results sorted 
based on relevancy of the search.

Issues related with data integration and interchange of data 
among heterogeneous programming artifacts are today very mod-
est due to its importance in complex and distributed systems. 
Ontologies are able to solve problems related with integration 
of knowledge, and even more: could help in classification when 
the accessible knowledge is incomplete and inconsistent [36].

Evaluation of the quality of search on the basis of classifiers 
depends on many factors, including the number of documents in 
the training set, the similarity of subject matter of these docu-
ments and specified classes, the number of classes, and finally, 
the quality of the documents. Using a smaller amount of data 
with quite dissimilar types of categories allows you to adjust 
searched documents from almost one hundred percent accuracy. 
Using a very large number of learning documents but equally 
more categories can be seen that the results are much worse, 
especially if the categories are similar to each other.

The use of three algorithms for classification and clusteri-
zation of documents obtained meaningful search quality. While 
the use of ontologies to integrate document repository lets you 

standardize and universalize categorization of documents. Pos-
sibility of ontology integration provides functional support and 
managing the document repository that has the ability to provide 
decision support.
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