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Abstract

The aim of this paper is to examine the problem of existing seasonal
volatility in total and disaggregated HICP for Baltic Region countries (Denmark,
Estonia, Latvia, Finland, Germany, Lithuania, Poland and Sweden). Using
nonparametric tests, we found that in the case of m-o-m prices, including
fruit, vegetables, and total HICP, the homogeneity of variance during seasons
is rejected. Based on these findings, we propose an exponential smoothing
model with periodic variance of error terms that capture the repetitive
seasonal variation (in conditional or unconditional second moments). In a
pseudo-real data experiment, the short-term forecasts (nowcasting) for the
considered components of inflation were determined using different specifications
of considered models. The forecasting performance of the models was measured
using one of the scoring rules for probabilistic forecasts called logarithmic
score. We found instead that while the periodic phenomenon in variance
was statistically significant, the models with a periodic phenomenon in
variance of error terms do not significantly improve forecasting performance
in disaggregated cases and in the case of total HICP. The simpler models
with constant variance of error term have comparative forecasting (nowcasting)
performance over the alternative model.
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1 Introduction
Models with periodic autocovariance phenomenon are used in macroeconomics. Many
monthly or quarterly macroeconomic time series exhibit seasonality in variance. The
most popular model is a generalization of ARMA models applied to a periodic case
(i.e., the so-called periodic ARMA model - PARMA in short). This generalization
assumes time-varying periodic coefficients of AR and MA parts. Therefore, under
appropriate regularity conditions, the PARMA model is a model with a periodic
autocovariance function. The theoretical and practical background concerning models
with a periodic phenomenon in variance can be found in Parzen and Pagano (1979),
Osborn and Smith (1989), Franses and Boswijk (1996), Franses and Paap (2004),
Franses and Ooms (1997), Franses and Dijk (2005), Bollerslev and Ghysels (1996),
Burridge and Taylor (2001) and many other studies. In addition, the models with
seasonal volatility were considered by Doshi et al. (2011), Frank et al. (2010), and
many others.
Recently, the problem of seasonal volatility in inflation for Turkey was considered
in Berument and Sahin (2010). The results presented is this paper suggest the
presence of seasonality in the conditional variance of inflation. Therefore, the authors
recommend using the models with seasonal conditional volatility. The problem of
inflation volatility has also been considered by many others researchers. A literature
review concerning this issue can be found in Berument and Sahin (2010).
In Novales and Fruto (1997), Wells (1997) and Herwartz (1999), the authors show the
advantage of the so-called periodic models over non-periodic models in forecasting.
In Herwartz (1999), the author shows that periodic models improve the in-sample
fit considerably, but this model can involve a loss in ex-ante forecasting relative
to non-periodic models. In Wells (1997), the author shows that out-of-sample
forecasting tests may indicate that models with periodic phenomenon are sometimes
encompassed by non-periodic cases. The performance of Periodic Autoregressive
Models in forecasting was considered in Osborn and Smith (1989). The periodic
time series models were also considered in Pagano (1978), Tiao and Grupe (1980)
and Osborn (1991).
The graphical procedures for detecting periodicity in the autocovariance function were
considered in Hurd and Gerr (1991) in a nonparametric counterpart. Following this
article, the extension to a almost periodic case was considered in Lenart (2011) with a
subsampling application. The idea of a graphical procedure was examined in Lenart
(2016) in the case of an m-dependent almost periodically correlated time series, where
the application to economic data was also considered. In Lenart et al. (2008), the
subsampling methodology was used to construct an asymptotically consistent test to
detect periodicity in an autocovariance function.
This paper addresses two main questions. The first is whether the periodic
phenomenon in the second moment of disaggregated HICP is present. The second is
whether we can improve nowcasting of HICP components and total HICP by assuming
periodicity in variance of error terms in models. To answer these questions, we
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consider disaggregated HICP (month over month, in short m-o-m) with exponential
smoothing methods (see Hyndman et al. (2008)).
Using disaggregate data for Polish inflation is not new and was considered in Mazur
(2015), where it was shown that VAR models with restrictions for disaggregated CPI
perform better in forecasting (using probabilistic scoring rules) then for aggregate
CPI. In Hałka and Kotłowski (2014), the authors examined the influence of output
gap to disaggregate Polish inflation. Lenart and Leszczyńska-Paczesna (2016) used
market prices for disaggregated inflation to forecast Polish inflation.
This paper is organized as follows. In section 2, the data are presented with adequate
preparation. Section 3 contains an examination of the periodic phenomenon in first
and second moment of considered HICP components. The parametric models are
presented in section 4. The empirical results concerning performance of considered
models in forecasting (nowcasting) are contained in the last section.

2 Data presentation and preparation
We consider monthly HICP m-o-m from Jan. 1997 to Dec. 2015. Based on
Classification of individual consumption by purpose, we consider the disaggregation
of m-o-m HICP. Note that seasonality in inflation volatility is obvious in many HICP
components. Unfortunately, there are several problems related to the modelling of
seasonal volatility. As a first step, we would like to shed light on this problem by
making a connection to possible seasonal volatility modelling.
Let us consider price of Education m-o-m (see Figures 1a-1b, on the left) in the period
and set of countries under consideration. One can note that in this case the seasonal
pattern is obvious in most considered countries, but the dynamic of this pattern
changes over time (see for example, Estonia and Latvia). It can be noticed that there
is one or few fixed months during each year with a significant peak in price, while
for the rest of the time during year the change in price equals zero or is close to zero
percent. For example, in the case of Estonia, Latvia, Poland and Finland the peak in
price occurs roughly in September or October (after summer holidays). In addition,
seasonal volatility can be suggested here. Therefore, the variance of this price process
can be divided into two groups during year: one corresponding to observed changes
in September and October and the second corresponding to the rest of the months
during the year. Summing up, the dynamics in the first and the second moment is
not easy to model jointly with possible seasonal volatility.
As the second problematic example, let us consider passenger transport by air m-o-m
(see Figures 1a-1b, on the right). In this case, it is not obvious if there is significant
seasonal pattern in such data for each considered country. For example, in the case
of Lithuania, Poland and Sweden the amplitude changes significantly over time and
therefore the joint modelling for such a process that includes rising amplitude, seasonal
pattern and seasonal volatility is not an easy task.
The goal of this paper is not to examine seasonal volatility for all possible price
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Figure 1a: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for education and passenger transport by air.
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Figure 1b: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for education and passenger transport by air.
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processes. In addition, we are not interested in examining all subcomponents where
seasonality of variance can be significant. Rather, we focus on some typical examples
where seasonal volatility can be diagnosed. More precisely, we consider price for fruit,
vegetables, clothing and footwear, and for the remaining part of total HICP. This
disaggregation is considered in Table 1 with weight in total HICP, range statistics
and used labels. We use such disaggregation since those variables have the potential
of exhibiting seasonality in volatility, which follows from the fact that the unexpected
price changes can be determined by the weather (especially for fruit and vegetables),
which has a different influence on this price during seasons. In the same way, the
length of seasons can cause price dynamics for clothing and footwear. Note that the
joint weight for these tree components is approximately 10% of total HICP.

Table 1: Range statistics and weights.

Country Denmark Germany Estonia Latvia Lithuania Poland Finland Sweden

Range statistics (in percentage points)
Fruit 11.1 19.7 22.1 30.3 31.5 52.8 30.6 14.4

Vegetables 20.5 27.3 45.6 51 48.1 51.5 36.2 25.7
Clothing and footwear 30.3 12 10.4 18.2 18.8 7.1 19.6 30

Remaining part 1.7 2.3 3.4 4.3 4.5 3.9 2.7 1.8

Average weight (in % in period 1997-2015)
Fruit 0.84 1.03 1.3 1.59 1.46 1.31 1.23 1.1

Vegetables 1.41 1.22 1.86 2.34 1.81 2.16 1.59 1.57
Clothing and footwear 5.75 5.99 7.64 6.31 7.54 5.19 5.68 6.79

Remaining part 92 91.76 89.2 89.76 89.19 91.34 91.5 90.54

To clarify, we introduce the following notations. By T we denote the total HICPm-o-m
(the weighted sum of F -fruit, V -vegetables, C-clothing and footwear and R-remaining
part). Hence, Tt = wF tFt + wV tVt + wC tCt + wR tRt, where wF t, wV t, wC t, wR t
are time-varying weights such that (for each t) wF t + wV t + wC t + wR t = 1. Note
that taking into account the variability of considered variables and weights (see range
statistics and weights in Table 1), those variables are important drivers of total HICP,
especially drivers of seasonal patterns of total HICP.
The seasonal pattern in variables F , V and C is recognized (without any statistical
justification) for most countries (see Figure 2a-3b). In the case of clothing and
footwear, the amplitude of the seasonal pattern rises significantly in the case of
Germany, Estonia, Latvia, Lithuania and Poland, while for fruit and vegetables this
pattern seems to be more stable over time. In addition, in most cases the data exhibit
cyclical fluctuations much longer than one year. This effect is clearly visible in the
case of clothing and footwear for Poland. We are not interested in examining such
fluctuations in this study; however, to adjust such cyclical fluctuations, we use a
known linear filter, centered moving average with period 12 (in short 2× 12MA). Let
L2×12MA(B) be the operator corresponding to 2× 12MA filtration:
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Figure 2a: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for fruit and vegetables.
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Figure 2b: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for fruit and vegetables.
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Figure 3a: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for clothing and footwear and the remaining part.
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Figure 3b: HICP (2015 = 100) - monthly data (monthly rate of change) from Jan.
1997 to Dec. 2015 for clothing and footwear and the remaining part.
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L2×12MA(B) = (B−6 +2B−5 +2B−4 + . . .+2B−1 +2+2B+ . . .+2B4 +2B5 +B6)/24,

where BjXt = Xt−j and Xt is a filtered time series. It should be emphasized that
in the case of a periodically correlated time series Xt (see Gladyshev (1961)) with
period T = 12 (in short PC(12)) the time series after the following filtration
L̃2×12MA(B) = (1− L2×12MA(B))Xt has a constant mean function. This means that
time series L̃2×12MA(B)Xt is also PC(T) with the same shape of the mean
function as series Xt (see Theorem 1 in Appendix).
To understand the problem of seasonal volatility, at the first step we present fruit,
vegetables, remaining part and total HICP (after 2 × 12MA filtration) in different
months of the period: July 1997 - June 2015 (see Figures 4a-4d). The estimated
standard deviation signals the periodic phenomenon of variance in many cases for
fruit (see Germany and Poland) and vegetables (see Poland). Taking into account
the corresponding confidence intervals for unknown standard deviations, seasonal
volatility can be an important assumption during modelling that helps to improve
forecasting power. Furthermore, the periodicity in levels (seasonal effect) is not
obvious in remaining part. In the case of clothing and footwear, the similar simple
visual examination is not interesting since the amplitude of the seasonal pattern is
clearly time varying during the examined period in most countries. In the case of the
remaining part and total HICP, the seasonal volatility can also be supported by the
data (see the case of Lithuania).
Taking into account the above visual observation, in the next section, we examine
in detail the potential existence of a seasonal volatility pattern in considered
disaggregation and total HICP. Note that for fruit, vegetables, clothing and footwear
and total HICP, the seasonal pattern in levels is obvious, and therefore procedures
and tests are not applied in this case. Note that remaining part is a mixture of some
prices that exhibit a seasonal pattern (seasonal products or services). Therefore, for
the component remaining part, the seasonal pattern is not obvious and should also
be examined.

3 Testing the periodic phenomenon in
disaggregated HICP

In this section, we consider two effects: seasonality in volatility and seasonality in
mean. We consider both visual justifications (a graphical method based on usual
periodogram) and formal statistical testing procedures. In doing so, we assume that
analysed or transformed time series is periodically correlated with natural period
T = 12 (PC(12) in short). Formally, this means that the mean function E(Xt) = µ(t)
and the autocovariance function cov(Xt, Xt+τ ) = B(t, τ) exists and is a periodic
function with the period 12. In such cases these functions have the following Fourier
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Figure 4a: From left in columns: fruit and vegetables (m-o-m, after 2 × 12MA
filtering) during each year (in period July 1997 to June 2015). The price during
each year (grey lines, left axis); sample mean (dark line, left axis); sample standard
deviation (grey dotted line, right axis) and corresponding 95% confidence bounds
(black doted lines, right axis). Confidence bounds were obtained under iid and
normality assumptions in sample.
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Figure 4b: From left in columns: remaining part and total HICP (m-o-m, after
2 × 12MA filtering) during each year (in period July 1997 to June 2015). The price
during each year (grey lines, left axis); sample mean (dark line, left axis); sample
standard deviation (grey dotted line, right axis) and corresponding 95% confidence
bounds (black doted lines, right axis). Confidence bounds were obtained under iid
and normality assumptions in sample.
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Figure 4c: From left in columns: fruit and vegetables (m-o-m, after 2 × 12MA
filtering) during each year (in period July 1997 to June 2015). The price during
each year (grey lines, left axis); sample mean (dark line, left axis); sample standard
deviation (grey dotted line, right axis) and corresponding 95% confidence bounds
(black doted lines, right axis). Confidence bounds were obtained under iid and
normality assumptions in sample.
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Figure 4d: From left in columns: remaining part and total HICP (m-o-m, after
2 × 12MA filtering) during each year (in period July 1997 to June 2015). The price
during each year (grey lines, left axis); sample mean (dark line, left axis); sample
standard deviation (grey dotted line, right axis) and corresponding 95% confidence
bounds (black doted lines, right axis). Confidence bounds were obtained under iid
and normality assumptions in sample.
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representations:
µ(t) =

∑
ψ∈Ψ12

m(ψ)eiψt,

B(t, τ) =
∑
ψ∈Ψ12

a(ψ, τ)eiψt, τ ∈ Z

where Ψ12 = {kπ/6 : k = 0, 1, . . . , 11} and m(ψ), a(ψ, τ) are the Fourier coefficients.

3.1 Testing the seasonality in levels for remaining part
To examine seasonality in details we consider variable Rt and three transformations:
Rt−Rt−1 (first difference), Rt−Rt−12 (seasonal difference) and L̃2×12MA(B)Rt (series
after trend subtraction using 2 × 12MA filtering). Note that from theoretical point
of view, only in the case of seasonal difference are the fluctuations connected with
seasonal mean function removed.
In this part, we use a formal statistical test for seasonal effect. We use test for
seasonal fluctuations proposed by Lenart and Pipień (2013). This non-parametric test
is based on a general almost periodically correlated (APC) class of time series and
subsampling methodology. For greater reliability, we use different significance levels
in the testing procedure (α ∈ {8%, 5%, 2%}) and different values of the block length
(b ∈ {2.5

√
n, 3
√
n, 3.5

√
n}) in quantile evaluation using subsampling methodology.

Note that parameter b can change the empirical results. The results of the testing
procedure are included in Table 2. For most countries, the results clearly support
the existence of a seasonal pattern at each of the test’s significance levels, a different
length of the block b and considered variable Rt and transformed variables Rt−Rt−1
and L̃2×12MA(B)Rt. Only in the case of Lithuania and Poland, and in some cases
for Sweden, do the results depend on block length or transformed variable. In the
case of seasonal differences, the test statistics are below the critical value uniformly
at significance level and length of the block for each country. Summing up, the
presented test supports the existence of a seasonal pattern in considered series Rt in
most countries under consideration.

3.2 Testing the presence of seasonal volatility
We consider the problem of periodic variance using a formal statistical test based
on Lenart (2013) and graphical test based on a usual periodogram. We analyse
the data after 2 × 12MA filtration with seasonal mean subtraction and data after a
seasonal difference. As mentioned in the previous section, the periodic phenomenon
in the mean and autocovariance function is robust to moving average filtration. Our
analysis considers two assumptions separately: deterministic and a possible stochastic
phenomenon of seasonal fluctuations in the considered data.
Under the deterministic seasonal fluctuations assumption, we estimate the seasonal
coefficient s1, s2, . . . , s12 using a natural nonparametric estimator (see Hurd and
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Table 2: Non-parametric test for seasonality. Italic denotes that test statistics exceed
the quantile (we reject the hypothesis that the series does not have a seasonal mean).

Country Denmark Germany Estonia Latvia Lithuania Poland Finland Sweden

value of the test statistics 3.44 4.85 3.05 4.02 3.16 2.95 2.72 2.04
α = 8% 2.01 2.6 1.95 3.3 3.12 1.92 1.93 1.48
α = 5% 2.07 2.67 2.06 3.46 3.2 2.75 2,00 1.54b = 2.5

√
n

α = 2% 2.25 2.87 2.16 3.82 3.32 2.91 2.07 1.65
α = 8% 2.18 2.8 1.99 3.54 2.94 1.92 1.99 1.45
α = 5% 2.2 2.83 2.11 3.6 3.01 2.79 2.04 1.47b = 3

√
n

α = 2% 2.28 2.87 2.24 3.72 3.27 2.94 2.21 1.57
α = 8% 2.28 3.01 2.08 3.56 2.97 1.99 2.09 1.54
α = 5% 2.32 3.14 2.11 3.74 2.99 2.6 2.14 1.59

R
t

qu
an

ti
le

va
lu
e

b = 3.5
√
n

α = 2% 2.46 3.18 2.15 3.9 3.28 2.92 2.55 1.63

value of the test statistics 4.38 8.02 4.06 5.43 4.27 3.51 3.41 2.4
α = 8% 2.72 4.48 2.78 4.67 4.3 2.86 2.48 2.13
α = 5% 2.78 4.65 2.82 4.89 4.71 3.71 2.71 2.52b = 2.5

√
n

α = 2% 2.85 4.85 2.9 5.06 4.73 3.75 2.75 2.81
α = 8% 2.9 4.84 2.83 4.94 4.31 3.02 2.55 2.4
α = 5% 2.95 4.96 2.87 5.02 4.36 3.79 2.61 2.47b = 3

√
n

α = 2% 2.98 5.02 3.09 5.26 4.52 4.05 2.81 2.71
α = 8% 3.06 5.2 2.9 5.05 4.22 3.11 2.63 2.47
α = 5% 3.08 5.43 2.97 5.16 4.31 3.77 2.68 2.69

R
t
−
R
t
−

1

qu
an

ti
le

va
lu
e

b = 3.5
√
n

α = 2% 3.19 5.58 3,00 5.27 4.47 4.11 3.17 2.83

value of the test statistics 0.3 0.36 0.35 0.43 0.88 0.6 0.16 0.35
α = 8% 0.71 0.81 1.32 1.49 1.68 0.93 0.94 0.82
α = 5% 0.73 0.82 1.38 1.63 1.74 1.52 1.22 0.89b = 2.5

√
n

α = 2% 0.75 0.88 1.53 1.7 1.81 1.61 1.26 0.94
α = 8% 0.66 0.82 1.38 1.51 1.55 0.86 0.97 0.77
α = 5% 0.7 0.83 1.41 1.66 1.59 1.31 1.04 0.79b = 3

√
n

α = 2% 0.75 0.85 1.54 1.72 1.63 1.42 1.09 0.81
α = 8% 0.62 0.76 1.31 1.42 1.48 0.98 0.81 0.73
α = 5% 0.64 0.79 1.37 1.48 1.57 1.13 0.86 0.74

R
t
−
R
t
−

12

qu
an

ti
le

va
lu
e

b = 3.5
√
n

α = 2% 0.67 0.8 1.42 1.56 1.62 1.23 0.93 0.76

value of the test statistics 3.36 4.83 2.72 3.76 2.66 2.45 2.74 1.92
α = 8% 1.97 2.52 1.87 3.22 2.87 1.79 1.9 1.4
α = 5% 2.02 2.56 1.9 3.42 3.25 1.86 2.04 1.43b = 2.5

√
n

α = 2% 2.07 2.68 1.94 3.51 3.26 2.77 2.07 1.45
α = 8% 2.17 2.8 1.96 3.47 2.95 1.79 2,00 1.42
α = 5% 2.2 2.81 2,00 3.53 3.03 1.91 2.06 1.43b = 3

√
n

α = 2% 2.26 2.86 2.13 3.56 3.15 2.82 2.15 1.48
α = 8% 2.27 2.92 1.97 3.39 2.93 1.85 2.1 1.46
α = 5% 2.29 3.03 2.02 3.53 2.96 1.92 2.13 1.49L̃

2×
12
M
A

(B
)R
t

qu
an

ti
le

va
lu
e

b = 3.5
√
n

α = 2% 2.41 3.15 2.06 3.69 3.02 2.67 2.17 1.52

Miamee (2007), Chapter 9), which is consistent in the mean square sense. Assuming
we have a sample X1, X2, . . . , Xn (after 2 × 12MA filtration) where n = 12d, this
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estimator takes the form:

ŝn,j = 1
d

d∑
i=1

Xj+(i−1)12, (1)

where j = 1, 2, . . . , 12. Finally, by Y1, Y2, . . . , Yn we denote the series after subtracting
the estimated seasonal coefficients (based on estimated seasonal coefficients (1)).
Note that the usual estimator of Fourier coefficients based on subtracted sample is
consistent in mean square sense under regularity conditions. Combining this with
Theorem 1 (see Appendix) and the results presented in Dudek and Lenart (2017) the
testing procedure proposed in Lenart (2013) can be applied to Y 2

1 , Y
2
2 , . . . , Y

2
n after

constant mean subtraction for examining periodicity in the variance function (under
appropriate regularity conditions). Under the same arguments, the periodogram can
also be examined.
Figures 6a-6b presents results of a graphical test (usual periodogram) for
Y 2

1 , Y
2
2 , . . . , Y

2
n in case of fruit, vegetables, remain part and total HICP. Observing

the periodogram for squared data clearly shows the peaks at seasonal frequencies in
the case of fruit for Germany, Latvia, and Poland. In the case of vegetables, the
predominant peak is observed for Poland. In the case of the remaining part and total
HICP, the predominant peak is observed at the Nyquist frequency for Estonia and
Lithuania. Summing up, these observations suggest possible periodic phenomenon in
variance function in fruit, vegetables, remaining part and total HICP.
In the next step, we consider the stochastic counterpart of the seasonal fluctuations.
In such cases, we use standard seasonal difference filtration (instead of subtracting
the mean (1)) to remove the seasonal pattern. We employ the general (not restrictive)
assumption that after the seasonal difference the obtained series is PC(12). After the
seasonal difference, the analysis of periodograms for squared data also supports the
periodic phenomenon in the variance function (see Figures 5a-5b). For example, in
the case of fruit and vegetables for Poland, the biggest value of the periodogram is
observed for the seasonal frequency π/6, while in the case of remaining part and total
HICP, the greatest value of the periodogram is observed at Nyquist frequency π/2.
In the next part, we apply for fruit, vegetables, clothing and footwear, remaining
part and total HICP (after seasonal difference) the test proposed in Lenart et al.
(2008). Let X ′t denote the series after the seasonal difference. Elementary calculations
shows that under standard assumptions formulated in Lenart et al. (2008) this
test can be used to examine the periodicity for the autocovariance function of
BX′(t, τ) = cov(X ′t, X ′t+τ ). Note that the periodicity of BX′(t, τ) = cov(X ′t, X ′t+τ )
is equivalent to the periodicity of the gross data. Note that for τ = 0 the function
BX′(t, 0) is the usual variance function. Without loss of generality we assume from
now that τ ≥ 0. Recall from Lenart et al. (2008) that for any nonnegative integer τ
our testing problem is as follows:

H0 : BX′(·, τ) is not periodic (depends only on τ)

H1 : BX′(·, τ) is periodic with period T = 12,

Ł. Lenart
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with test statistics:

Un(τ) =
√
n

( 6∑
k=1
|ân(λk, τ)|

)
,

where λk = 2kπ
12 , and for any real λ we have ân(λ, τ) = 1

n

n−τ∑
t=1

X ′tX
′
t+τe

−iλt (for more

detail see Lenart et al. (2008)). We calculate aggregate test statistics Un(τ) only for
τ = 0 with quantile obtained by subsampling approach (at standard nominal level
α = 5%). Since the optimal length of the block in the subsampling approach is still
an open problem we show the results of the testing problem for b ∈ {50, 55, 60, 65, 70}.
The considered sample length is n = 204.
Table 3 presents the results of the testing procedure. In the case of fruit we reject H0
(for all considered b) for Denmark, Lithuania and Poland, which means that the data
support the existence of periodicity in variance at the significance level α = 5%. In
the case of vegetables, the test statistics clearly exceed the quantile for each considered
value of parameter b for all countries except Denmark. For clothing and footwear,
we reject the hypothesis assuming constant variance in the case of Denmark, Latvia,
Finland and Sweden. Note that for these countries (excluding Latvia), the amplitude
of seasonal pattern in clothing and footwear is much more stable than in the other
countries considered. In case of the remaining part and total HICP, the test statistics
clearly exceeds the critical value in the case of Lithuania.
Summing up, the periodic phenomenon in the second moment was detected using
the periodogram observation and formal statistical procedure based on subsampling
approach. In the next part, we indicate the models that have a periodic phenomenon
in noise variance and assess whether this can help in forecasting for disaggregated and
total HICP.

4 Exponential smoothing model with periodic noise
We consider the following exponential smoothing model (in state space representation,
see Hyndman et al. (2008)):{

yt = W′xt−1 + εt observation equation
xt = Fxt−1 + Gεt state equation, (2)

where εt - is gaussian noise with zero mean and time-varying variance-covariance
matrix Σ2

t , yt - observations vector, xt - r × 1 column of unobserved states. In the
next part, we consider two specifications of this model. The difference is that the first
specification concerns the flexible seasonal pattern, while the second concerns a fixed
seasonality pattern. In both cases, we consider the possible periodic variance of the
noise.
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Table 3: Test for seasonality of variance. The testing statistics was Un(0) applied for
seasonal difference. Italic denotes that we reject null hypothesis.

Country Denmark Germany Estonia Latvia Lithuania Poland Finland Sweden

test statistics 89.75 55.75 256.84 302.98 236.41 641.98 141.63 61.38
b = 50 21.21 75.57 278.46 395.98 209.41 612.87 193.77 66.68
b = 55 20.71 70.24 253.09 441.15 181.74 591.47 178.92 67.12
b = 60 23.56 64.92 225.61 464.43 179.87 542.51 185.64 71.16
b = 65 20.87 61.95 204.86 435.39 162.28 500.23 171.52 70.71Fr

ui
t

qu
an

ti
le

va
lu
e

b = 70 18.69 57.6 181.22 509.57 162.17 491.47 167.95 65.34

test statistics 169.2 237.27 492.31 632.94 786.81 390.45 399.95 258.76
b = 50 302.56 175.75 296.1 428.5 693.99 211.3 304.39 212.51
b = 55 284.15 167 257.32 403.84 705.51 190.82 298.93 204.11
b = 60 269.42 171.3 225.3 382.86 639.66 165.31 278.68 203.18
b = 65 250.69 159.3 205.45 372.23 704.44 149.3 269.27 210.11

V
eg
et
ab

le
s

qu
an

ti
le

va
lu
e

b = 70 233.06 143.73 174.98 350.59 654.2 156.08 247.54 214.41

test statistics 73.64 5.8 11.52 16.87 14.33 6.55 38.47 43.84
b = 50 43.37 7.91 14.26 16.78 14.43 7.76 20.22 27.24
b = 55 41.05 7.32 12.95 15.95 13.45 7.49 17.41 24.79
b = 60 36.06 7.3 11.65 16.36 12.28 8.4 15.01 30.11
b = 65 34.19 6.81 10.61 15.68 11.44 7.78 12.45 27.76C

lo
th
in
g

an
d
fo
ot
w
ea
r

qu
an

ti
le

va
lu
e

b = 70 29.98 6.31 9.73 14.22 10.41 7.23 10.37 24.81

test statistics 0.89 1.21 5.81 4.83 7.58 1.41 2.14 1.17
b = 50 0.96 1.53 6.59 5.77 3.23 1.84 2.45 1.47
b = 55 0.94 1.48 6.25 5.39 2.77 1.7 2.28 1.39
b = 60 0.94 1.38 6.08 5.03 2.33 1.59 2.08 1.28
b = 65 0.87 1.29 5.75 4.69 1.88 1.49 2.07 1.2

R
em

ai
ni
ng

pa
rt

qu
an

ti
le

va
lu
e

b = 70 0.86 1.18 5.31 4.82 1.46 1.32 2.24 1.1

test statistics 0.99 1.22 4.84 3.51 5.47 1.45 1.7 1.05
b = 50 1.11 1.33 5.89 3.54 2.17 1.73 1.83 1.59
b = 55 1.05 1.29 5.56 3.35 1.89 1.67 1.68 1.6
b = 60 1.04 1.18 5.51 3.04 2.16 1.53 1.6 1.48
b = 65 1.02 1.1 5.19 2.99 1.88 1.49 1.5 1.41

T
ot
al

H
IC

P

qu
an

ti
le

va
lu
e

b = 70 0.98 1 4.75 2.93 1.63 1.35 1.72 1.35

4.1 Damped level model with additive seasonality and
periodic variance of the noise

Let us consider a univariate damped level model with additive seasonality and periodic
variance σ2

t of the noise εt with period m:
yt=φlt−1+st−m+µ+εt
lt=φlt−1 + αεt
st=st−m + γεt.

(3)
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The state space form of this model is:

yt =
[
φ 0 . . . 0 1 1

]


lt−1
st−1
st−2
...

st−m
µ


+ εt



lt
st
st−1
...

st−m+1
µ


=



φ 0 . . . 0 0 0
0 0 . . . 0 1 0
0 0 0
... Im−1

...
...

0 0 0
0 0 . . . 0 0 1





lt−1
st−1
st−2
...

st−m
µ


+



α

γ

0
...
0
0


εt.

(4)

Note that the unconditional mean function does not exist for this model; therefore,
this model cannot be periodically correlated. To show the dynamics of the second
conditional moment of this model, we consider the following illustrative example.

Example 1. Let us consider a data generating process of the form (4) with α = 0.5,
φ = 0.8, γ = 0.9 and periodic variance of the noise σt = 1 + sin(tπ/6)/2. Note that
in such cases, the variance of the noise is a periodic function with period m = 12,
which corresponds to monthly data. Since the unconditional variance does not exist in
such case, we show the dynamics of conditional variance for t ≥ 0 under F0. Figure
7 shows the dynamics of conditional variance var(yt|F0) for t = 1, 2, . . . , 200 in the
considered example.

Figure 7: Example: the dynamics of the conditional variance for model (4).
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It is clearly visible that conditional variance varies over time. It can be shown that
var(yt|F0) has a linear increase of the value. This property influences predictive
distribution, especially for long-term horizons.
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The source of the nonstationarity of the above data generating process is the dynamics
of the seasonal component: st=st−m + γεt. In informal meaning, if the parameter γ
is closer to zero, then the increase of conditional variance is weaker and the seasonal
pattern is closer to fixed seasonality. Therefore, in the next section, we consider the
limiting case when γ = 0.

4.2 Damped level model with seasonal mean and periodic
variance of the noise

Let us consider the univariate damped level model with fixed seasonal mean function
(γ = 0) and periodic variance σ2

t of the noise εt with period m = 12:
yt=φlt−1+µt−m+εt
lt=φlt−1 + αεt
µt=µt−m.

(5)

Note that the considered model has periodic unconditional variance iff |φ| < 1. The

variance can be easily calculated and has the following form: var(yt) =
∞∑
k=0

α2φ2kσ2
t−k.

Using Fourier representation for variance function σ2
t =

∑
ψ∈Ψm

m(ψ)eiψt (where

Ψm = {2kπ/m : k = 0, 1, . . . ,m− 1}), we obtain var(yt) =
∑

ψ∈Ψm

[
m(ψ) α2eiψ

eiψ−φ2

]
eiψt,

which means that under assumption |φ| < 1, the considered model is periodically
correlated with period m (PC(m)).

5 Forecasting exercise
5.1 Detailed model specification
In this part, we consider model (3) and model (4) with a constant and periodic
phenomenon in variance of the white noise. Note that model (3) is more flexible
in seasonal pattern than model (4), where the fixed seasonal effect is assumed.
Generally, by M we denote the models with flexible seasonal pattern (model (3))
and by M′ we denote the models with fixed seasonality pattern (model (4)). To
clarify, we introduce the notation M(x1,x2,...,x12) where the vector (x1, x2, . . . , x12)
is a sequence of labels that corresponds to variance in months during the year.
For example, (x1, x2, . . . , x12) = (1, 1, . . . , 1) means that there is only one group
of value for variance, which means that variance is constant during years, while
(x1, x2, . . . , x12) = (1, 1, 1, 2, 2, 2, 3, 3, 3, 4, 4, 4) means that variance has four different
values during the year (equal value during each quarter of the year). In this
case, we assume constant variance during three consecutive months of each quarter
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(σt = σt+1 = σt+2 for time t corresponding to January, April, July, October). Finally,
(x1, x2, . . . , x12) = (1, 2, . . . , 12) means that the variance can be different in each
month.
The number of all possible specifications under assumptions that we have two groups
of variance during year equals 211, while in the case of tree groups, the number
of possible models equals 311. In Trimbur and Bell (2012), the authors introduce
an algorithm based on AIC criteria assuming two groups of months in the case
of seasonal heteroscedasticity. In this paper, we use simple specifications for the
vector (x1, x2, . . . , x12), and we do not try to find the best model from all possible
specifications. More precisely, we use the models contained in Table 4.

Table 4: Model specifications

Model notation Short label Short description General model formula

M(1,2,...,12) M1 periodic variance (σ2
t ), s = 12

{
yt=φlt−1 +st−m+µ+εt
lt=φlt−1 + αεt

st=st−m + γεt

M(1,1,1,2,2,2,3,3,3,4,4,4) M2 periodic variance (σ2
t ), s = 12

M(1,1,...,1) M3 constat variance σ2
t = σ2

M′(1,2,...,12) M′1 periodic variance (σ2
t ), s = 12

{
yt=φlt−1 +µt−m+µ+εt
lt=φlt−1 + αεt

µt=µt−m
M′(1,1,1,2,2,2,3,3,3,4,4,4) M′2 periodic variance (σ2

t ), s = 12

M′(1,1,...,1) M′3 constat variance σ2
t = σ2

For each variable, we use models M1, M2, M′1, and M′2 with time varying periodic
function of variance of error term. The results for models M3 and M′3, have constat
variance of error term. For each model, we consider four distributions for white
noise, i.e., three heavy tailed Student-t distributions with 3,4,5 degrees of freedom
and Gaussian distribution.

5.2 Accuracy measure for nowcasting
It is well known that models with good-in sample fit (based on for example information
criteria) do not necessary provide good out-of sample accuracy. Therefore, in our
experiment, we measure the performance of forecasts using one of the well-known
logarithmic score (logscore, in short) measures (in nowcasting). This probabilistic
measure of accuracy is broadly studied in Gneiting and Raftery (2007) and used in
many empirical studies. We use this measure since it is sensitive to the variance
of predictive distribution, which is important while data with potential a periodic
phenomenon of variance are analysed.
We divide the sample into two parts: a training period (up to Dec. 2010) and a
forecasting period (from Jan. 2011 to Dec. 2015). At the first step, the model
is estimated using the whole training period, and the first predictive distribution
is evaluated. At each following step, the data are actualized by adding the next
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observation and deleting the last one from the sample. In this way, the length of
the sample is constant over time (14-year rolling window). Finally, we collect sixty
predictive distributions for each month ahead. Let us denote these predictive density
functions by ft+1(·|M,Ft) for t = Dec 2010, Jan 2011, . . . ,Nov 2015 (conditional
on Ft). The average logarithmic score is calculated using a simple average

logscore = 1
60

Nov 2015∑
t=Dec 2010

log(ft+1(xt+1|M,Ft)), where xt+1 is a realization of price

dynamic at time t+ 1. This average was also calculated in Lenart and Leszczyńska-
Paczesna (2016) as an estimate of unknown logarithmic score measure. The idea
of such a measure is that by the law of large numbers, the above mean should be
convergent (under appropriate regularity conditions) to E[log(f(X))], where f is a
one-ahead predictive distribution for model (under the assumption that the number of
predictive distributions tends to infinity). In the case of normal predictive distribution
with mean µ and standard deviation σ, we have E[log(f(X))] = ln(1/(2eπσ)). Using
a theoretical background for a logarithmic score (see Gneiting and Raftery (2007))
the higher average logarithmic score means that the model seems to be more accurate.
Unfortunately, easy calculations show that in the case of periodic variance and
gaussian predictive distribution f , the above average (under appropriate regularity
conditions) tends to

ln(1/(2eπσ̄)),

where σ̄ is a geometric mean for variance during one season (whole period, for example:
one year). It means that the “performance” of models with a periodic phenomenon
in different months is averaged. Hence, the standard application of the Diebold-
Mariano Test is limited since the sequence of logscore does not seem to satisfy the
stationarity assumption (see Diebold and Mariano (1995)). Therefore, all empirical
results concerning the average logscore should be interrelated with caution.

5.3 Results of the pseudo-real experiment
In Tables 5-8, the average logscore is presented for each considered specification for
variables and countries. Italic denotes that this average logscore is maximal over
the 24 considered models. Figures 8a-8b present the results of the test proposed
by Amisano and Giacomini (2007). For fixed-country variables, we consider the
comparison by pairs between all 24 considered models. Note that 12 models are with
flexible seasonal effect (with 8 first models with periodic variance of noise and last 4
with constant variance of error term) while 12 for fixed seasonal effect. The order
in models denoted by M and M’ is the same as in Tables 5-8. “X” at some position
means that using test proposed by Amisano and Giacomini (2007) at significance
level 5% the model in column is better then model in row, while “O” means that the
model in row is better then the model in column. Dark grey area correspond to case
where models with periodic variance are compared with non-periodic case inside
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class M or M’, while light grey are corresponds to case where models with periodic
variance are compared with non-periodic between classes M and M’. Therefore “X”
in dark grey area means that model with periodic variance outperform model with
constant variance, while “O” in dark grey area means that model with constant
variance outperform this with periodic case. In the case of total HICP, we have
one case where model with periodic variance outperforms the model with constant
variance (see the case of Lithuania) and one case where the model with constant
variance outperforms the model with periodic variance (case of Estonia). In the case
of fruit and vegetables, no significant differences were detected . For clothing and
footwear , there are no significant differences in the case of Denmark and Finland.
In the case of Latvia and Sweden, some differences were detected but only between
groups M and M’. Note that this can be related with regular seasonal patterns in
these countries for clothing and footwear relative to other countries. In the case of
Estonia and Lithuania, the differences are more frequent but recognized only between
models from different groups M and M’. In the case of Germany, the model with
periodic variance and gaussian noise is uniformly outperformed by all models from
group M. In addition, there are significant differences between models in different
groups. In the case of Poland, on the dark grey area we observe models with periodic
variance, which outperforms these with constant variance and inversely. There are
significant differences between models from different groups M and M’ and inside each
group. In case of remaining part, there are no significant differences (or only between
groups M and M’) in the case of Denmark, Germany, Estonia, Latvia, Poland and
Sweden. In the case of Lithuania and Finland, some models with periodic variance
outperform models with constant variance in the same group of models (M or M’)
but not inversely.
Summing up, we cannot find any evidence that models with periodic variance of
noise are significantly better compared to models with constant variance. Moreover,
we cannot find any evidence supporting the inverse statement. There are only a few
cases where models with periodic variance are statistically better or worse.

6 Conclusions
We consider the problem of seasonal volatility in selected components of HICP in
Baltic region countries. Proposed disaggregation was arbitrary. Seasonal volatility
in the case of fruit, vegetables, clothing and footwear, remaining part and total HICP
was detected by a non-parametric test. Based on these findings, the exponential
smoothing models with time-varying periodic variance of error terms was proposed
in a forecasting exercise. In this exercise, the main goal was to check forecasting
performance for modelling with periodic variance of the noise over alternative models
with constant variance. Based on the logscore measure and using the test proposed by
Amisano and Giacomini (2007), we do not find evidence that the models with periodic
variance of error terms improve forecasting performance over alternative models with
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constant variance of error term. The forecasting example shows that exponential
smoothing models with flexible seasonal pattern are more adequate than models with
fixed seasonality.
This above problem should be extended to another component of HICP jointly with
extension to other countries. Note that in the case of Turkey, similar conclusions
concerning the presence of seasonal volatility were documented in Berument and
Sahin (2010). Moreover, the alternative models should be taken into consideration.
In addition, alternative measures of forecast adequacy should be considered with
adequate adjustment to the periodic case. The simple proposition is to consider the
logscore measure for each season separately, but this proposition involves much longer
datasets that can estimate the logscore reasonably.

Acknowledgements
This research was partially supported by the Polish National Science Center based
on decision number DEC-2013/09/B/HS4/01945. The author would like to thank an
anonymous referee and co-editor for valuable comments on this manuscript.

References
[1] Amisano G., Giacomini R., (2007), Comparing density forecasts via weighted

likelihood ratio tests. Journal of Business and Economic Statistics 25, 177–190.

[2] Berument M.H., Sahin A., (2010), Seasonality in inflation volatility: Evidence
from Turkey. Journal of Applied Economics 13(1), 39–65.

[3] Bollerslev T., Ghysels E., (1996), Periodic autoregressive conditional
heteroscedasticity. Journal of Business and Economic Statistics 14(2), 139–152.

[4] Burridge P., Taylor A.M., (2001), On regression-based tests for seasonal unit
roots in the presence of periodic heteroscedasticity. Journal of Econometrics 104,
91–117.

[5] Diebold F.X., Mariano R.S., (1995), Comparing predictive accuracy. Journal of
Business and Economic Statistics 13, 253–263.

[6] Doshi A., Frank J., Thavaneswaran A., (2011), Seasonal volatility models.
Journal of Statistical Theory and Applications 10(1), 1–10.

[7] Dudek A., Lenart Ł., (2017), Subsampling for nonstationary time series with
non-zero mean function. Unpublished Manuscript.

[8] Frank J., Ghahramani M., Thavaneswaran A., (2010), Recent Developments in
Seasonal Volatility Models, Chapter 3, [in:] Advances in Econometrics - Theory
and Applications, [ed.:] M. Verbič, InTec, Rijeka, 31–44.

Ł. Lenart
CEJEME 9: 29-67 (2017)

64



Examination of Seasonal Volatility . . .

[9] Franses P.H. and Boswijk H.P., (1996), Temporal aggregation in a periodically
integrated autoregressive process. Statistics and Probability Letters 30, 235–240.

[10] Franses P.H., Dijk D., (2005), The forecasting performance of various models for
seasonality and nonlinearity for quarterly industrial production. International
Journal of Forecasting 21, 87–102.

[11] Franses P.H., Ooms M., (1997), A periodic long-memory model for quarterly UK
inflation. International Journal of Forecasting 13, 117–126.

[12] Franses P.H., Paap R., (2004), Periodic Time Series Models. Oxford University
Press, New York.

[13] Gladyshev E.G., (1961), Periodically correlated random sequence. Soviet
Mathematics 2, 385–388.

[14] Gneiting T., Raftery A.E., (2007), Strictly proper scoring rules, prediction, and
estimation. Journal of the American Statistical Association 102(477), 359–378.

[15] Hałka A., Kotłowski J., (2014), Does the domestic output gap matter for inflation
in a small open economy? Eastern European Econmics 52(3), 89–107.

[16] Herwartz H., (1999), Performance of periodic time series models in forecasting.
Empirical Economics 24, 271–301.

[17] Hurd H., Gerr L., (1991), Graphical methods for determining the presence of
periodic correlation. Journal of Time Series Analysis 12(4), 337–350.

[18] Hurd H.L., Miamee A.G., (2007), Periodically Correlated Random Sequences:
Spectral Theory and Practice. Wiley, Hoboken, New Jersey.

[19] Hyndman R.J., Koehler A.B., Ord J.K., Snyder R.D., (2008), Forecasting with
Exponential Smoothing. Springer, Berlin.

[20] Lenart Ł., (2011), Asymptotic distributions and subsampling in spectral analysis
for almost periodically correlated time series. Bernoulli 17(1), 290–319, .

[21] Lenart Ł., (2013), Non-parametric frequency identification and estimation
in mean function for almost periodically correlated time series. Journal of
Multivariate Analysis 115, 252–269.

[22] Lenart Ł., (2016), Detecting the Periodicity of Autocovariance Function for M-
dependent Time Series by Graphical Method. Folia Oeconomica Cracovoensia
57, 19–36.

[23] Lenart Ł., Leszczyńska-Paczesna A., (2016), Do market prices improve the
accuracy of inflation forecasting in Poland? A disaaggregated approach. Bank &
Credit 47(5), 365–394.

65 Ł. Lenart
CEJEME 9: 29-67 (2017)



Łukasz Lenart

[24] Lenart Ł., Pipień M., (2013), Seasonality Revisited – statistical Testing for
Almost Periodically Correlated Stochastic Processes. Central European Journal
of Economic Modelling and Econometrics 5(2), 85–102.

[25] Lenart Ł, Leśkow J., Synowiecki R., (2008), Subsampling in testing
autocovariance for periodically correlated time series. Journal of Time Series
Analysis 29(6), 995–1018.

[26] Mazur B., (2015), Density forecasts based on disaggregate data: Nowcasting
polish inflation. Dynamic Econometric Models 15, 71–87.

[27] Novales A., Fruto R.F., (1997), Forecasting with periodic models, a comparison
with time invariant coefficient models. International Journal of Forecasting 13,
393–405.

[28] Osborn D.R., (1991), The implications of periodically varying coefficients for
seasonal time-series processes. Journal of Econometrics 48, 373–384.

[29] Osborn D.R., Smith J.P., (1989), The performance of periodic autoregressive
models in forecasting seasonal U.K. consumption. Journal of Business and
Economic Statistics 9, 117–127.

[30] Pagano M., (1978), On periodic and multiple autoregression. The Annals of
Statistic 6(6), 1310–1317.

[31] Parzen E., Pagano M., (1979), An approach to modeling sezonally stationary
time-series. Journal of Econometrics 9, 137–153.

[32] Tiao G.C., Grupe M.R., (1980), Hidden periodic autoregressive-moving average
models in time series data. Biometrika 67(2), 365–373.

[33] Trimbur T.M., Bell W.R., (2012), Seasonal Heteroskedasticity in Time Series
Data: Modeling, Estimation, and Testing, Chapter 2, [in:] Economic Time
Series, [ed.:] W.R. Bell, S.H. Holan and T.S. McElroy, CRC Press, New York,
37–62.

[34] Wells J.M., (1997), Modelling seasonal patterns and long-run trends in U.S. time
series. International Journal of Forecasting 13, 407–420.

Appendix
Theorem 1. If time series Xt is PC(T) with mean function
µX(t) =

∑T/2
k=0 ak cos(tλk) + bk sin(tλk) and autocovariance function

BX(t, τ) =
∑T/2
k=0 ak τ cos(tλk) + bk τ sin(tλk) (λk = 2kπ/T ), then the time series

Yt = Xt − LT (B)Xt
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is also PC(T) with mean function µY (t) = µX(t)−a0 and the periodic autocovariance
function BY (t, τ) given by formula (6.81) in Hurd and Miamee (2007).

Proof. Elementary calculations (using trigonometric equalities) give
E(LT (B)Xt) = a0. For autocovariance function RY (t, τ) it is sufficient to use
formula (6.81) from Hurd and Miamee (2007) and the properties

|W (eiλ1)W (e−iλ2)| 6= 0

for (λ1, λ2) ∈ (0, 2π)2, where W (x) = 1 − LT (eix). The above properties mean that
the properties of periodicity in the autocovariance function is robust to filtration given
by 1− LT (B).
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