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Abstract

In the paper a new method of Random Telegraph SigRIS) noise identification is present

The method is based on a standardized histograinstdntaneous noise values and processing by Gram-
Charlier series. To find a device generatRigS noise by the presented method one should ¢bentumber ¢
significant coefficients of the Grafharlier series. This would allow to recognize tiee of noise. There
always one (first) significant coefficienty] representing Gaussian noise. If additional coeffitsc, (where

r > 0) appear it means that RTS noise (two-level &l as multiplelevel) is detected. The coefficit
representing the Gaussian component always hasghest value of all. The application of this methaill be
presented on the example of four devices, each wiffereint noise (pure Gaussian noise signal, noigea

with two-level RTS noise, noise signal with thlegel RTS noise and noise signal with not precisésble
occurrence of RTS noise).
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1. Introduction

Noise generated in different electronic devices loara very useful tool to inform about
the quality of such a device. This information isry useful not only for semiconductor
devices but also for other reasons4]l 21]. Many investigations carried out in the past
proved that there is a strict relation betweendbality of different semiconductor devices
and the level of their inherent noise at low andyvew frequencies [58]. This dependence
causes the necessity of noise examination of applevices which can be defined on the
basis of identification of two components:

— a component whose instantaneous values of lowuémcy noise have Gaussian
distribution, shortly named “Gaussian” componentjsedce.g.by thermal, shot, 1hoise;
— a component whose instantaneous values of loguémcy noise have non-Gaussian

distribution, shortly named “non-Gaussian” compdneausec.g.by RTS noise [9].

In [10] there are presented (on an example of Gamssignal) the original relations
enabling the estimation of a variance of a rand@nas mean square value digital estimator.
Models of bias of mean square value digital estomé&dr different signals is described in
[22].

It is obvious that a very important quality indicatvould be a coefficient that detects the
presence of RTS noise.

The RTS noise can be caused by a single genenmatiambination center (two-level RTS
noise) or by generation-recombination centers (leutl RTS noise). A typical time record
of two-level RTS noise is presented in Fig. 1.
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Fig. 1. Two-level RTS noise.

The RTS noise signal can be described by paransielsas:
— Tus —the impulse duration in the up stages(, 2, ...9);
— Tdp —the impulse duration in the down stafes(1, 2, ...P);
— AX—the pulse amplitude;
— L. —the mean time the impulse remains in up state;
— Ty —the mean time the impulse remains in down state;
— frrs— the characteristic frequency.

The last parameter can be estimated from the gpedas the frequency when the plateau
comes intcl/ f2 and is equal:

f,=o-E =0 +) @
2mrt 2m T, T

u

The spectrum of a pure two-level RTS signal is btean and it is given by the following
relation [11]:

A(AX)?
1+ (ZITL )2

RTS

Skrs = (@)

RTS noise generation may be the result of defectsaterials from which semiconductor
devices are produced as well as defects during faetowing. The problems occurring due to
RTS noise presence in the inherent noise of differédevices and the manners of
measurements were presented. in the following papers [}2l4]. The selected RTS
identification methods were proposed in{13%].

Although there are a few methods (described belglaizh allow to identify devices with
RTS noise in different ways, the authors proposeew one. The main advantage of this
method is that RTS noise can be identified usingmated number of noise samples.
Therefore, this method can be applied in indussra @ompletely automatic method without
involvement of personnel.

Well known RTS identification methods are basedhmanalysis in the time or frequency
domain.

In the time domain one can for instance:

— observe the noise signal (Fig. 2);
- estimate the histogram of instantaneous noise sdkig. 3)
— apply the Noise Scattering Pattern (NSP) metlmedgnted in [15] (Fig. 4).

In Figs 24 there are presented results of noise measurenmetiits time domain for two
noise signals, the first (a) is noise with Gausstamponent only and the second (b) is
Gaussian noise with RTS noise component.
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Fig. 2. The results of noise measurements: a) Gaussise signal without RTS noise; b) Gaussiasasignal
with RTS noise component.

a) b)

4
x10
nJ [ T T T T T T - T T T

T
|
|
|

1 — — 4

L R e

1 86 02 02 o o2 o4
UM UV

Fig. 3. The results of noise measurements: a)gtimated histogram of instantaneous noise valud®owi RTS
noise; b) the estimated histogram of instantaneoise values with RTS noise.
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Fig. 4. The results of noise measurements: a) Bié bf noise without RTS; b) the NSP of noise wilfBiR
sequence x(m) are values of the first half of thisesignal and x(k) are values of the seconddfdtie noise
signal.
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estimate the power spectral density (PSD) funatioa noise signal (Fig. 5);

In the frequency domain one can:
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signal without RTS; b) the estimated product of R8Id frequency for a signal with RTS.
Sometimes the methods presented above are nos@mwough to identify RTS noise. The

easiest method of RTS noise identification is tlethod of noise signal observation useng.

Fig. 6. The results of noise measurements and gsotE a) the estimated product of PSD and a firexyufor
an oscilloscope, but it is very time-consuming. Thethod of

instantaneous noise values can give false regtdtsexample, i7, << 73 then a histogram
may seem to have only one local maximum and therathnnot be seen. A similar situation
is for identification by the NSP method. In thequency domain, RTS noise identification
consists in finding a characteristic swelling inP&D function (Fig. 5b) or finding the
maximum in a product function of PSD and freque(&y one can see in Fig. 6b). Also in
these cases the identification may be misleadimguse of invisible swelling or maximum.
For proper RTS identification in the frequency damane can use the method of spectra
composing presented in [17] which is based on camgoestimators of two spectra,
corresponding to 1/type of noise (Gaussian component) and RTS noisa-Gaussian
component).
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The method proposed in this paper utilizes a stainskd histogram estimated in the time
domain and the Gram-Charlier series. The methontiftes the presence of RTS noise but
does not provide information about its level. Adbults presented in the paper were collected
during low frequency noise measurements of CNYgdfbcouplers.

2. The method of RTS identification based on the @m-Charlier series

As mentioned above, the Gram-Charlier series cap gi satisfactory characterization
of the tested distribution in order to find the @eg that generate RTS noise. This way gives
very precise results presented at the end of tapteh Firstly, the most important theoretical
information about the Gram-Charlier series willgresented [18], for more see [19, 20].

Let us take under consideration a standard normaatez

_X-a

z , (3
o

wherea,,o are mean lifetime and standard deviation, respelgtandx is a random variable.

The law of formation of Gram-Charlier series terimglves the Gaussian probability density

function ¢(z) and its consecutive derivativ dz -

(92 =, 9+ 3 5 4D, @
where:
pD= > exg- | 5
J2n 2 ©)
Derivatives d d¢z(r2) are expressed:
drdifz) =(-1)' H. 29 (2. 6)

Values of coefficientC; in expression (4) are derived from integration (7)
¢ = [H.(2 f(9dz, (7)

where we have denoted Hermite polynomialsH:(2). In practical application we limited

calculations to the proper valuediterval). There was also no need to generate mhnane

first twenty six coefficients because its valuesrdased rapidly with growth of the index.
To generate the required Hermite polynomials onellshase the recurrent formula (8):

Hea(2) = 20H (- OH( 3, o
H(D=1L H(D= 2

Equations presented above were applied in the Madthmagram to perform few
calculations for which we chose four devices wiiffedent noise. The calculations were
supposed to check how well the method based oiGthen-Charlier series can detect RTS
noise. To check this, after each calculation we metacted the histogram from calculated
coefficients and compared it with the original eihlgoth were similar.
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The method bases on counting the number of sigmficcoefficients which allows
to recognize the type of noise. The assumptionaga®sllows: there is always one significant
coefficient €p) representing Gaussian noise. Additional coeffitse, (wherer > 0) appear
when RTS noise (two-level RTS noise as well as ipleHevel RTS noise) is detected.
The coefficient representing the Gaussian compoabkwmiys has the highest value of all.
By writing “significant” we mean that after reconstting the histogram it would be very
similar to the original one. The assumptions offficients significance will be presented for
each case separately.

In the next chapter the authors present the restIRS'S identification for chosen devices.

3. Results of Gram-Charlier series application foRTS noise identification

The calculations were carried out for four type CN¥ optocouplers (a pair consisting of a
gallium arsenide infrared emitting diode opticatigupled to a silicon npn phototransistor).
The chosen devices were:

— Device A(low frequency noise without RTS noise);

— Device B(low frequency noise consists of fype of noise and two-level RTS noise);

— Device C(low frequency noise consists of fype of noise and three-level RTS noise);

— Device D (low frequency noise data (histogram and spectrahihis device with not
obvious presence of RTS noise).

3.1. The RTSidentification resultsfor device A

The histogram of instantaneous noise values folicde® is presented in Fig. 7 (the
samples number was 40
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Fig. 7. The histogram of instantaneous noise valdegice A).

In our simulation we took into account first twesiy terms of equation (6) namely floe
0, 1, ..., 25. Substituting recursive polynomials eyated from (6) into (7) and performing
integration, one receives values displayed in Bg. We took under consideration only
significant coefficients, in this case only coefiat ¢y, presented in Fig. 8b.
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Fig. 8. Device A: a) received values of coefficent b) significant values of coefficients.

In Fig. 9 the reconstructed histogram is presented.
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Fig. 9. Original and reconstructed histogram ofdantaneous noise values (device A).

A single coefficient appears to be the only onaumegl for the reconstructed histogram to
be similar to the original one and means that theod generates onlyfltype of noise.

3.2. The RTSidentification results for device B

The histogram of instantaneous noise values foicdeB is presented in Fig. 10 (the
samples number was %0

Again we took into account only twenty six terms @fpression (6). The received
coefficients are displayed in Fig. 11a. Even as ttiage it is obvious that more than one
coefficient is significant. To extract significacdefficients we removed those whose absolute
values are less than 0.1 (Fig. 11b).

Coefficient ¢, proves that the low frequency noise generatedhis tlevice contains
1/f type of noise and coefficients andcs prove it to contain also a two-level RTS noise.
In Fig. 12 the reconstructed histogram for devices Bhown. After reconstruction some of
histogram values had to be equalled to zero bedazubeir negative values.
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Fig. 10. The histogram of instantaneous noise sadevice B).
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Fig. 11. Device B: a) received values of coeffitsam; b) significant values of coefficients.
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Fig. 12. Original and reconstructed histogram sfantaneous noise values (device B).

Again, taking under consideration only significanbefficients, the reconstructed
histogram only slightly diverges from the origircae.
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3.3. The RTSidentification results for device C

The histogram of instantaneous noise values foicde€ is presented in Fig. 13 (the
samples number was %0

n4=10° . . . .

3=10° i

210°F -

1=10°F -
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Fig. 13. The histogram of instantaneous noise &{device C).

The same procedure was applied to device C witlh one exception that the absolute
values of significant coefficients could not beslethan 0.08. The received values of
coefficientsc, are presented in Fig. 14a and the significantashf coefficients; are shown
in Fig. 14b.

a) b)
L1 1]

l 1 -
0 10 20 30 -0 10 20 30

Fig. 14. Device C: a) received values of coeffitsay b) significant values of coefficients.

The value of 0.08 is set as a required value officeents to prevent the reconstructed
histogram (Fig. 15) from being deformed signifidgnbut even if the border value was left at
0.1, the RTS noise would be detectable.

Just like the original histogram, the reconstruaiged consists of three distinctive maxima.
Also in this case after reconstruction some ofdgsim values had to be equalled to zero
because of their negative values.
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Fig. 15. Original and reconstructed histogram sfantaneous noise values (device C).
3.4. The RTS identification resultsfor device D

The histogram of instantaneous noise values foicdel is presented in Fig. 16 (the
samples number was %0
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Fig. 16. The histogram of instantaneous noise &{device D).

Finally, the unchanged procedure was applied tdasteof devices. Coefficient values for
this device are as shown in Fig. 17a and signifivafues of these coefficients are presented
in Fig. 17b.

More than one significant coefficient proves thed tow frequency noise data contain RTS
noise.

Reconstructing the histogram from significant coéfhts proves the process to be
accurate (Fig. 18). Also in this case after reaoasibn some of histogram values had to be
equalled to zero because of their negative values.

As it was proved above this method detects the RiiSe very well.
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Fig. 17. Device D: a) received values of coeffitsam; b) significant values of coefficients.
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Fig. 18. Original and reconstructed histogram sfantaneous noise values (device D).

4. Conclusions

In the paper a new method of RTS noise componetttiitcation in the inherent noise
of semiconductor devices was proposed. The methdzhsed on the Gram-Charlier series.
Four devices with different noise (pure Gaussiaisensignal, noise signal with two-level
RTS noise, noise signal with three-level RTS naisé noise signal with not precisely visible
occurrence of RTS noise) were selected to presemttd apply the Gram-Charlier series for
RTS noise detection. The calculations showed tiektis always a first coefficient informing
about the occurrence of a Gaussian component (whkichuch higher than the rest). More
than one term in the Gram-Charlier series shouléhtezpreted as a device generating RTS
noise. It was sufficient to analyze the first 2frie in each investigated case. The results of
identification for the presented examples were w&atysfactory. Even in the inherent noise of
device D, where the RTS noise component had vew ildensity (weakly visible in
the histogram or in the spectrum), RTS noise wapgyly identified due to this method.
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