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Mirror image property for the optimal solutions of two single
processor scheduling problems with due intervals determination
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Abstract. In the paper, we investigate two single processor problems, which deal with the process of negotiation between a producer and
a customer about delivery time of final products. This process is modelled by a due interval, which is a generalization of well known classical
due date and describes a time interval, in which a job should be finished. In this paper we consider two different mathematical models of due
intervals. In both considered problems we should find such a schedule of jobs and such a determination of due intervals to each job, that the
generalized cost function is minimized. The cost function is the maximum of the following three weighted parts: the maximum tardiness, the
maximum earliness and the maximum due interval size. For the first problem we proved several properties of its optimal solution and next we
show the mirror image property for both of considered problems, which helps us to provide an optimal solution for the second problem.
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1. Introduction

The paper deals with scheduling problems which model
the process of negotiation between the producer and the
customer about the delivery time of the final products.
The producer objective usually is to have the latest
time of delivering products, while the customer tries to
have them as soon as possible. The compromise of this
negotiation is a time period in which the products should
be completed by producer and available to be taken by
customer. This situation can be modelled in scheduling
problems by a due interval, which is an extension of the
classical due date and describes a time interval, in which
a job should be finished.

The extensive surveys of the results obtained for
the due date determination problems can be found in
Refs. 1-3. The various models of the due interval deter-
mination in scheduling problems with general sum-type
criterion have been considered in several papers [4-8]. In
the papers [7] and [6] the authors focused on the opti-
mal, common for all the jobs, due interval assignment in
some single and parallel processors scheduling problems,
respectively. In their model it is assumed that the size of
the due interval is a priori given. The model of due inter-
val considered in [6] and [7] have been extended in [4], [5]
and [8]. This extension concerns the size of due interval,
which is as well as its location a decision variable.

To be more precise, in this paper we consider two
scheduling problems. In the first one we consider the due
interval, called “constant due interval”, which is common
for all the jobs. In the second one we consider due
intervals, called “slack due intervals”, which are common
for all the jobs with the identical processing times. For the
considered problems, we should find a schedule of jobs,
due intervals and their locations such that their criterion
values are minimized. We minimize the cost type criterion
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which is the maximum of the following three weighted
parts: the maximum tardiness, the maximum earliness
and the maximum due interval size. We prove some
properties of the optimal solutions to both problems.

The remaining part of the paper is organized as fol-
lows. In the next section, we give a precise formulation of
the considered problems. The optimal solution properties
of the first problem are presented in Section 3. Section 4
deals with the mirror image property of the considered
problems and some properties of the optimal solution
to the second problem. Some final remarks are given in
Section 5.

2. Formulation of the problems

We consider two scheduling problems (P, and P,), in
which there is given a set J = {1,...,n} of n independent
and non-preemptive jobs to be scheduled on a single
processor. At the moment, the processor can process only
one job. We assume that processor executes the jobs
without idle times. For each job its processing time p; is
given and we will consider the following two models of
the job due intervals (dj;d}) (for problems Py and P,
respectively):
e constant due interval — (d; = ky; d;-’ = ks), and
e slack due interval — (d} = p; + q1;d] = p; + q2),
where ki, ko (k1 < k2) and q1, ¢2 (@1 < ¢2) denote com-
mon due interval parameters for P and F,, respectively.
The problems P, and P, consist in finding such sched-
ules 7 (m = {S; : j € J}, where S; denotes the starting
moment of job j) and such values of the parameters k1,
k2 and g1, g2, respectively, for P, and P, which minimize
the following criterion:

f(m,dj,dj) = max(A max E;, Ijng;{B(d? —dj), C’I?ea}( Tj),

where: E; = max(d; — C;,0), T; = max(0,C; — dj),
max(d] — d}), Cj is, respectively, the earliness, the tardi-
ness, the due interval size, the completion moment of the
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job j, and A, B, C are some positive cost weights.
Finally, the criterion reduces to the following ones, for
problem P and F,, respectively:

fk(71'7k17k2) = max(AmaxEj7B(k2 - kl),Cmaij) (1)
JjEJ JjeJ

and

(2)

fo(m, g1, ¢2) = max(Amax Ej, B(g2 — ¢1), CmaxTj).
jeJ jeJ

3. Optimal solution properties of problem P,

In the sequel for a given m we assume that: Ciin(7) =
minjeJ Cj (7‘() and Cmax(ﬁ) = maXjeJj Cj (71')

PrROPERTY 1. For a given schedule 7 of Py, the
optimal values of the parameters kj(m) and k3 () fulfill,
respectively, the following inequalities: k3 (m) > Cuin(7)
and k3 (m) < Cpax(m).

Proof. Assume that 7 is a schedule in Py, where
the inequalities k¥(m) > Cuin(m) and k3 (m) < Cpax(m)
are not satisfied. There are two cases, which should be
considered for m, namely for a given value of ky or k;
(k2 > k1), the optimal value of kf(7) or kj () is equal to
1° Kk} (7) = Cpin(m) — € or
2° kb(m) = Cmax(m) + €, respectively, where ¢ is some
positive value, (e > 0).

Ad 1°. Let fi(m, kf(7), k2) and fi (7, kY (7), k2) denote
the values of the criterion (1) obtained for the values of the
parameters: ki(m) = Chpin(7) — € and kY (1) = Chin(7),
respectively. We have (a).

Analogical result we can obtain for the case 2°.

These results contradict the assumptions that k] and
k} are optimal. Thus, it follows from the above consider-
ations, that the optimal values of the parameters kj(m)
and k3 () should satisfy the inequalities: &} (7) > Crin ()
and k3 (m) < Cpax(m). O

It follows from Lemma 1, that the criterion value (1)
is equal to Eq. (3), shown at the bottom of the page.

Now we prove some lemma for the following general
function h : R* — R (see that (3) is a special case of this
function):

h(u,v,w) = max(Aju, Asv, Azw)

(4)

subject to:
utv+w=A, (5)
where u, w and v are some nonnegative variables, A is

a given nonnegative constant and A;, A; and As are
given nonnegative weights.

LEMMA 1. If Aju = Asv = Aszw, then the value of the
expression (4) is minimal and the following values of the
variables u, w, v minimize (4):

) Ay AgA
u* = ,
A1As + A1As + Ay As
) W
vt = ,
A1Ay + A1 As + ArAs
A1A5A
w* 142 (©)

T A1Ay + A Ag + AyAs

Proof. Let b’/ denote the value of the function (4)
obtained for the following values of the variables v/, v/,
w', for which Aju' = A" = Aszw’.

Assume now that the value of at least one variable wu,
w or v, let’s say u, is smaller than value u’. It follows
from the constraint (5) that in this case the value of at
least one from the remaining variable, let’s say v, has to
be greater than value v’. It means that the expression (4)
can be estimated by: h(u,v,w) = max(Aju, Asv, Asw) >
B = max(Aju’, Agv’; Asw’), which ends the first part of
the proof.

Basing on the above considerations and the constraint
(5), we can easily calculate u*, v*, w* (i.e. (6)) solving
the following system of equations:

{ Aju* = Aqv*
O

AQ'U* = Agw*
u* + vt +wt = A

Let Cr(jy and pr(;) denote, respectively, the comple-
tion moment and the processing time of the job placed
on the position j in the schedule 7.

Based on Lemma 1 and the expression (3), for the
schedule 7 and the optimal values of ki (7) and k3 (7) the
criterion (1) can be reformulated as follows:

/ N o A
— Ki(m)),C rjnél}( T;) = max(A glea}(max(dj

fk(ﬂ-v kil(ﬂ-)7 k2)

- Cj(m),

0) Bk = (7)), € max )

ki (), € max(max(0, C;(m) — k3 (7))

k1 (7)), C(Crmax () — k3())). (3)

fr(m, Ky (7), k) =m (AmaxEj,B(k
= max(A max (k] (1) — Crin(7),0), B(ks — ki (7)), CIJnEaJX Tj)
= max(0, B(ka — Cin(7) + €), erneagc T;)
> max(0, B(ke — Cmin(ﬂ)),cr;lél}(Tj) =
Fi(m, ki (), k3 () = max(A max(max(ky (m) — C;(r), 0)), Bk (r) —
= max(A(KT (1) — Cuin(7)), B(k3 () —
116
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S, ki (7), k3 ()

ABC

= A+ AC+BC |\ &P P | ()
=
since Chax(m) =
Cr(1) = Pr(1)-
Some optimal solution properties for Py, which con-
cern the optimal schedule of jobs and the optimal values
of k7 and k3, are given below.

m(n) = Z?:l Pr(y and Cuyin(m) =

PROPERTY 2. For a given schedule 7 of jobs, the
optimal values of the parameters kj(7) and kj(mw) are
equal to:

BC lej + A(B + C)px(1)
=

ki(m) = and
AB +¢i40 + BC (8)
C(A + B) pj + ABpﬂ,(l)
k*(’ﬂ') — j=1
2 AB + AC + BC

Proof. Basing on Lemma 1 and the expression (3),
we have Eq. (8b), shown at the bottom of the page.

Since Crin(7) = Cr(1) = Pr(1) and Cryax(7) = Cr(n) =
> j=1 Px(j), thus we obtain the first formula of (8a).

In similar way we can obtain the second formula
of (8a). O

PROPERTY 3. There exists an optimal solution (i.e.
(m*, k¥, k%)) to Py, in which the job with the largest
processing time is performed as the first one.

Proof. It follows form (7) that the criterion value
(1) is minimal, if the job with the largest processing time
is executed on the first position. a

The optimal algorithm solving Py can be realized in
O(n) time, since the values of the parameters &} and k3
depend only on the value of the processing time of the
job which is executed on the first position of 7*, i.e., the
job with the largest processing time and the remaining
jobs can be scheduled in 7* in an arbitrary order.

4. Mirror image of the optimal solutions to
problems P, and P,

In the sequel, we will use the following notation. An upper
index k and ¢ will indicate the values of the problem Py
and P, parameters, respectively. Now we consider the
following mirror image property.

THEOREM 1. If A? = C*, B = B* C% = A*, then the
optimal schedule of the problem P} or P, can be obtained

from an optimal schedule of the other problem (P, or
Py;) by reversing the order of the jobs on the processor,
and determining the appropriate due interval parameters
from the following equations: Z?Zl Dj =q+ky=q2+ki.
Moreover, the optimal criterion values for both problems
are equal.

Proof. Assume 7" denotes a schedule, in which the
jobs are executed in the reversed order on the processor
with respect to the schedule 7. It is easy to see that the
makespan value (Cax) for both schedules is the same and
equal to Chpax = Z?:l p;. From the reversing execution
of the jobs in the schedule 7 it follows that for 77¢¥ we

have:
Sj(ﬂ'rev) = Cmax - Sj(ﬂ-) —DPj

(see also an example given in Fig. 1).

9)

forj=1,...,n

To prove the theorem, at first we need to show that
for any 7 and reversing to it 77" the following equality
holds:

fk(ﬂ-v klv kQ)

— k k k(.. _ k k
= max <A ranaJxEJ (m), B (ke — k1),C I?eaij (71'))

= max (Aq max Ei(7""), B (g2 — q1);,C max T} (WTEU)>

(10)

According to the expressions (9) and Crpax = 2?21 pj =
q1+ka = g2+k1, we can formulate the following equations:

= fq(ﬂrev7q17QQ)'

1) = mas (81— €, (7,0
= max (p; + ¢ — S;(7"") — p;,0)
a1 — ,(57°),0) —
= max (Cppx — k2 — Crax + 5;(7) 4 5, 0)
= max (C}(m) — k2,0)
= max (C;(r) — d"%,0) = TF(n),

T (") = max (0,Cj(x"") — d"?)
max (07 Sj(wrw) +Pj—Dpj— (I2)
max (0, 5;(7"") — g2)
max (0, Cpay — S;(7) = pj — Crpa + K1)
= max (0,k; — C;(m))
= max (0, d'f —Cj(m) = Ejk(ﬂ'),

@2 — q1 = Cmax — k1 — (Cmax - k’2) =ky — k.

A AsA

(v
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- AlAQ + A1A3 —+ A2A3> = (kl (ﬂ—) - Cmin(ﬂ—)

BC

— 5 ae s 5e Comdm) ~ Cunle)) . (5D)
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Fig. 1. Mirror image of solutions to Py, and Pg

Since A7 = C*, B? = B¥, (% = A*, then the above
equations imply that the equation (10) is satisfied (see
also Fig. 1).

Let us pass to proving, that if (7*, k}, k3) is the
optimal solution to Py, than the corresponding solution
(7Y, ¢, ¢5) to Py is also optimal, and vice versa.

Assume that (7*, k¥, k3) is the optimal solution
to Pr and the equation (10) is satisfied and the so-
lution (7*7¢¥, ¢f, ¢3) is not the optimal one to P,.
Then, there exists a solution (7/, ¢}, ¢4) such that
fa(m' d1, q5) < fo(m*7°Y, g7, q). Observe that (7', ¢, q5)
is a solution reversed with respect to some solution
(w'mev) ki, Kb) to Pk Then, according to (10), we must
have fk( rev K KY) = [T, a1, 45) < fo(mY, a1, ¢5) =
fe(m*, k17k2), Wthh contradicts the optimality of (7*, k7,

Similar result can be obtained if we assume that
(m*7V, ¢f, ¢3) is the optimal solution to P, and the
solution (7*, k7, k3) is not the optimal one to Pj. O

Below, we present the properties of the optimal so-
lution of P, which concern the optimal schedule of jobs
and the optimal values of ¢; and ¢».

PROPERTY 4. For any schedule 7 of jobs in F,, the
optimal values of the parameters ¢; and g3, are equal to

BC Z Pj — Pr(n)
gi(r) = and
AB+AC+BC
C(A+B) ij Pr(n)
62 (m) = AB+AC+BC :

and there exists an optimal solution to F,, where the job
with the largest processing time is performed as the last
one.

Proof. It follows immediately from Theorem 1 and
Property 2. |
The optimal algorithm solving P, can be realized in
O(n) time, since the values of the parameters ¢f and
g> depend on the processing time of the job which is
executed on the last position, i.e., the job with the largest
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processing time and the remaining jobs can be scheduled
in 7* in an arbitrary order.

5. Final remarks

We considered two problems of scheduling jobs on a single
processor where a due interval should be assigned to each
job such that the maximum of the following criterion
weighted parts: the maximum tardiness, the maximum
earliness and the due interval size is minimized. We
established some properties of an optimal solution to
the considered problems. The most important result is
Theorem 1, which concerns the mirror image of the
solutions of the considered problems. It can be adopted for
an instance to the sum type criterion function. Moreover,
Theorem 1 can be also extended to the problems of
scheduling jobs on parallel processors.
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