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Investigation of the Sound Source Regions in Open and Closed Organ Pipes
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The airflow in the mouth of an open and closed flue organ pipe of corresponding geometrical proportions
is studied. The phase locked particle image velocimetry with subsequent analysis by the biorthogonal
decomposition is employed in order to compare the flow mechanisms and related features. The most
significant differences lie in the mean velocity distribution and rapidity of the jet lateral motion. Remarks
on the pressure estimation from PIV data and its importance for the aeroacoustic source terms are made
and a specific example is discussed.
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1. Introduction

Open and closed (stopped) flue organ pipes are
probably the most widely renown examples of half
wavelength and quarter wavelength resonators along
with the typical sound spectra. We focus on the com-
parative study of the airflow in the mouth of a closed
and open pipe using the particle image velocimetry
(PIV). Such comparison has not been published to our
best knowledge yet.

Much work has been done on the subject of air-
flow in the mouth of the pipe (see (Chaigne, Ker-
gomard, 2016; Fabre et al., 2012; Fletcher, Ross-
ing, 1998) for review and summary). The particle im-
age velocimetry (PIV) is a standard technique nowa-
days, hence there is no need to describe its features
and capabilities for music acoustics in details (see
e.g. Yoshikawa et al., 2012; Hruška, Dlask, 2017;
Mickiewicz, 2015; MacDonald, 2009; Bamberger,
2008).

Source terms of the wave equations predicted by
the aeroacoustic analogies (Howe, 2002; Hirsch-
berg, Rienstra, 2004, Uosukainen, 2011) demand
evaluation of the 2nd derivatives of the velocity field
which is applicable on the data from numerical sim-
ulations (see e.g. Miyamoto et al., 2013). However,
it is doubtful in our case due to the measurement un-
certainties (see below). An alternative and very use-
ful approach relies on the calculation of the acoustic

power generated by the unsteady flow. Recall that the
velocity field u can be decomposed by means of the
scalar and vector potential to the curl free φ and di-
vergence free Ψ parts as u = ∇ (φ0 + φ′)+∇×Ψ, where
the zero subscript and the prime denote steady and
unsteady parts of the velocity potential respectively.
The acoustic velocity uac is defined using the unsteady
component of the potential flow uac = ∇φ′. By the
Howe’s formula (or the Howe’s energy corollary) the
mean acoustic power ⟨P⟩ generated or dissipated in a
control volume Ω could be expressed as (Howe, 1975;
Lin, Powell, 1998; Chaigne, Kergomard, 2016):

⟨P⟩ = − ⟨∫
Ω

ρ0 (ω × u) ⋅ uac dΩ⟩ , (1)

where ω ≡ ∇ × u is the vorticity and ρ0 the ambient
density. This approach has been applied before, no-
tably by Yoshikawa et al. (2012). Nevertheless, such
procedure requires knowledge of the acoustic velocities
distribution in the investigated domain which is not
available from the complex flow measurement. Hence
we focus on the acoustic synchronised flow dynamics
and make some remarks on the further aeroacoustic
investigation in the discussion.

The paper is organised as follows. First the mea-
surement setup and employed methods are introduced.
Then the results of the PIV measurement alongside
with their interpretation and biorthogonal decompo-
sition analysis are presented. The discussion deals
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with the experimental and post processing issues and
brings the topic of pressure assessment based on PIV
data. The paper is completed with conclusions.

2. Measurement setup and methods

A transparent organ pipe was used for PIV mea-
surements (see Fig. 1). Its construction enables both
an open end configuration and a closed one. The pa-
rameters are summarised in Table 1 and the geometry
visualised in Fig. 2. For the sake of comparability the
same blowing conditions were chosen for both config-
urations (where possible).

Fig. 1. Transparent pipe used for experiments (left), detail
of the stopper (middle), detail of the mouth (right).

Table 1. Summary of the pipe parameters. The length is
given without corrections due to the open end and mouth
radiation effects (i.e., the length is a pure geometrical dis-

tance block – open end or block – stopper).

Open pipe Closed pipe

Length [mm] 718 679

Cut up [mm] 18 18

Flue width [mm] 1.6 1.6

Pipe cross section [mm2] 2475 2475

Mouth cross section [mm2] 810 810

Windchest pressure [Pa] 600 600

Foot pressure [Pa] 100 100

Mean flue velocity [m/s] 14 14

SPL [dB] at 1 m 86 80

The mean flue velocity was obtained from the PIV
data just above the flue. It is common to give the wind-
chest pressure as an organ voicing input parameter
although the mean flue velocity does not correspond
to it. According to the usual Bernoulli approximation
ujet =

√
2∆p/ρ0 the velocity should be considerably

higher. The reason is that the foot bore is significantly
constricted by the screw (see Fig. 1). The actual blow-
ing pressure inside the foot is only 100 Pa, which gives
a suitable correspondence with the Bernoulli approxi-
mation.

Fig. 2. Side view of the experimental pipe. The lengths are
in milimeters.

An example of the sound signal waveforms for both
regimes is presented in Fig. 3. The recordings took
place in an anechoic chamber.

Fig. 3. Waveforms of far field acoustic pressure for closed
and open pipe. The amplitudes are normalised so that the
both signals have the same power. The markers correspond
to the instants at which the PIV phases depicted in Fig. 5

were taken.

Schematics of the PIV setup along with the instru-
ments used are presented in Fig. 4. All PIV data were

Fig. 4. Schematics of the PIV setup.
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obtained by the phase locked method, well described
e.g. in (Hruška, Dlask, 2017; Mickiewicz, 2015;
Yoshikawa et al., 2012). The sound signal served as
a reference for the synchronisation and the PIV images
were captured in 36 phases equidistantly dividing the
period. A vector map of each phase was an average of
50 realisations (i.e., 50 snapshots of the unsteady flow
with the same phase delay). For a detailed low level
electrotechnical discussion of our measurement setup
and instrumentation refer to (Guštar, Dlask, 2018).
The PIV window has the dimensions of 54× 33 mm
(i.e., less than 5% of the fundamental sound wave-
length).

The nebuliser fluid (Safex Normal Power Mix) pro-
duces particles of 1 µm diameter. The particle iner-
tia and relaxation time were negligible at the sys-
tem sounding frequency (see Vignola et al., 1992;
Melling, 1992).

It is useful to introduce some kind of analytical tool
to investigate the raw airflow data obtained by PIV. In
this article we employ the biorthogonal decomposition
(BOD), a standard technique of turbulent flows data
analysis, see e.g. (Uruba, 2012) for further reading,
which has already been employed in the field of or-
gan pipe aerodynamics (Mickiewicz, 2015; Hruška,
Dlask, 2017).

The BOD decomposes the velocity field u(x, tn)
taken at the discrete time instants tn into a set of
linked orthogonal modes in space ϕ (topos) and time
ψ (chronos):

u(x, tn) = u +
N

∑
k=1

λkϕk(x)ψk(tn), (2)

where u is a cycle averaged velocity, N is the number
of PIV snapshots (N = 36 in our case), λ2

k is the k-th
eigenvalue of a covariance matrix Cij (a special treat-
ment is necessary for complex valued quantities but
this is not the case).

The covariance matrix Cij is defined:

Cij =
1

N

X

∑
r=1

Y

∑
s=1

u(xr, ys, ti)u(xr, ys, tj), (3)

where x = (xr, ys), X, Y are the analysed field spatial
coordinates and their limits, i, j = 1, ...,N . The eigen-
vectors of Cij are the chronoses ψk. The corresponding
toposes ϕk are subsequently calculated

ϕk(x) =
N

∑
i=1

u(x, ti)ψk(ti). (4)

When the modes are ordered according to their
eigenvalues the most energetic flow phenomena are
likely to be contained in the first few modes. When
the measured phenomenon exhibits some sort of peri-
odicity the chronoses tend to resemble a sequence like

sinx, cosx, sin 2x, cos 2x ... (recall that the modes are
pairwise orthogonal).

In order to assess the modes importance and over-
all quality of the decomposition the cumulative energy
CE is defined:

CE(k) =

k

∑
j=1

λ2
j

N

∑
i=1

λ2
i

. (5)

It estimates a relative amount of the already decom-
posed signal energy when k modes have been included.
It follows that when CE → 1 almost all flow energy has
been decomposed.

The same procedure may be generalised to any
measured quantity q(x, t) (as it is done for the pressure
below – see Discussion).

The Line Integral Convolution technique (LIC) is
employed throughout the article to visualise the mea-
sured airflow velocities (Cabral, Leedom, 1993). The
colour scale is fixed everywhere (in the PIV phases as
well as in the toposes) ranging from 0 to 14 m ⋅ s−1.

3. Results

3.1. Pictorial analysis

Let us start with a simple pictorial analysis which
will be subsequently supported by the BOD results.
The phases 1, 7, 13, 19, 25, and 31 (i.e., the full period
divided into π/3 steps) are depicted in Fig. 5 for both
open and closed configurations.

Values of the instantaneous sound phases corre-
sponding to the depicted PIV phases are marked. The
acoustic pressure data were obtained from a micro-
phone placed outside the vortical flow and they were
corrected regarding the retarded time. Note that this
is only an estimation of the sound phase at the mouth
since it does not account for the near field effects. In
both cases the most outward striking jet corresponds
to zero of the acoustic pressure as it should, since the
jet oscillations are synchronised with the acoustic ve-
locity.

The most noticeable difference between the open
and closed pipes is the airflow assymetry. Significantly
lower velocity values are observed inside the closed
pipe or pointing towards its interior. It is natural given
that the averaged mass flux into the closed organ pipe
should be vanishing. Several other differences follow
from this assymetry. Vortical structures are not con-
vected inside the closed pipe as it is in the case ot the
open one (see phases 25 and 31 in Fig. 5). No distin-
guishable vortex is formed outside the open pipe dur-
ing the influx, only a small eddy just below the tip of
the labium (see phase 19). The depicted phases suggest
that the lateral speed of jet passing below the labium
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a)

b)

Fig. 5. Comparison of the phases 1, 7, 13 (a) and 19, 25, 31 (b). Within the sextuplets
the closed configuration is always at the top and the open at the bottom.
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is different. Specifically the jet seems to cross faster in
the case of the closed pipe. This observation will be
verified by the BOD below.

3.2. BOD analysis

First we should assess how many modes should be
used to properly describe the unsteady velocity field.
Such assessment relies on the cumulative energy de-
fined by Eq. (5). The cumulative energies are listed in
Table 2. It follows that using just two modes is enough
and importance of the 2nd is much lower than that of
the 1st one.

Table 2. Cumulative energies for the BOD decompositions
of the open and closed pipe.

k CE open pipe CE closed pipe

1 0.880 0.899

2 0.996 0.994

3 0.998 0.997

4 0.999 0.999

The mean velocity fields, the 1st and the 2nd topos
and corresponding chronoses are depicted in Figs 6
and 7. The chronoses are normalised to have the max-
imum absolute value equal to 1 and the toposes are

Fig. 6. Mean velocity fields (left column), 1st topos (middle column) and 2nd topos (right column) of the closed (top row)
and open pipe (bottom row).

Fig. 7. 1st and 2nd chronoses of the closed and open organ
pipes.

scaled accordingly counting in the contribution of the
eigenvalues λ. So adjusted it is apparent that the con-
tribution of the 2nd mode is less significant compared
to the 1st one.
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The mean velocity field shapes support the obser-
vation of the previous section: practically no averaged
flux enters the closed pipe. The 1st mode shows the jet
deflection extrema. The closed pipe jet is more inclined
(see the 1st topos), its lateral motion is more abrupt
and conversely the time spent in fully deflected state
is prolonged (compare the 1st chronoses). Note that
the closed pipe jet spends over one tenth of the period
deflected outwards almost without lateral movement
(see phases 36 and 1–3 of the 1st chronos). It corre-
sponds to the rule of thumb that in the closed pipe case
the acoustic velocities time evolution resemble a square
wave. The large eddies governed by the 2nd mode are
nearly symmetric in time and space for the closed pipe
reinforcing or cancelling the eddies in the mean flow.
In the case of the open pipe the large eddy next to the
labium cancels the flow at the labium around phase
25 and conversely creates the fast flow adjacent to the
labium at phase 13. However, recall that the contribu-
tion of the 2nd mode is quite weak (see Table 2).

Data from the subsequent modes show flow struc-
tures responsible for “sharpening the jet edges”, i.e.,
marking a distinct boundary of the flow separation.
They are generally less coherent and of lower kinetic
energy (approximately 15 % of the whole snapshot).
There are no significant qualitative differences between
the open and closed pipes. Although the residual data
exhibit quite low amount of kinetic energy they are
still capable of changing the specific values of spatial
derivatives of the velocity field (see Discussion). Nev-
erthelles, the rate of cumulative energy growth on the
next modes is slow in our case (Table 2) and adding
more modes with low importancy and unclear physical
interpretation would not provide any closer insight.

4. Discussion

We would like to split Discussion into two distinct
parts. The first would be a commentary to the ex-
periment setup and results. Beside that we want to
dedicate the second part of Discussion to the proce-
dure of pressure assessment based on PIV since it is
a highly intriguing way to be followed, although its
use is currently rather a subject of discussion than the
solid result in the field of edge aerophones acoustics
(see below).

4.1. The experiment and results

The first concern is generality of the obtained re-
sults. The flow symmetry is dependent on the flue
labium configuration so at least the open pipe behav-
ior cannot be assumed fully universal. On the other
hand, the substantial differences between closed and
open pipe flow symmetries are likely to hold.

It has been shown (Hruška, Dlask, 2017) that
the snapshots averaging within a PIV phase in order

to obtain smoother data leads to faster growth of the
cumulative energy but on the other hand to a “blurred
jet” and the possibility of cancelling the vorticity as well.

An important drawback of employing the BOD as
described above is that the decomposition based on
the flow kinetic energy might not capture features cru-
cial from the aeroacoustics point of view. Recall that
the source terms in various aeroacoustic analogies de-
pend rather on spatial derivatives of the velocity than
the velocity itself (Uosukainen, 2011; Howe, 2002).
Note for instance that the decisive 1st BOD mode of
the open and closed pipe airflows does not differ sub-
stantially. It is natural since the velocity magnitudes
of the jet are approximately equal and the oscillation
takes place once in the sound period in both regimes.
This problem is a subject of our future research. There
are two major ways to be followed: either change the
method, e.g. employ the oscillating patterns decompo-
sition (Uruba, 2012) or change the input variable. An
attempt for the latter is made in the next section.

Acoustic velocities are reported to be approxi-
mately one order smaller than the mean flow velocities
(Chaigne, Kergomard, 2016), which makes them
effectively inseparable if the experiment set up aims
for the turbulent flow features. Note that due to the
possible acoustic streaming from the strong acoustic
field inside the pipe velocities are even weaker. Their
effect scales with the second power of the acoustic
Mach number, see e.g. (C̆ervenka, Bednař́ık, 2016)
for further details. Therefore, they are indistinguish-
able in the presented experiment and their contribu-
tion to the turbulent flow perturbations can be ne-
glected in the studied scenario.

4.2. Pressure estimation

As it was mentioned before, the BOD analysis of
the flow might not capture some traits important for
aeroacoustics. We shall see that in order to bring the
analysis closer to the sound production mechanism it
is convenient to know the pressure distribution in the
investigated domain, especially on the solid bound-
aries. In the presence of a stationary solid body (such
as labium) in the flow, dipole sources emerge beside
the free field quadrupolar contributions (Howe, 2002;
Uosukainen, 2011). They are formally introduced by
the so called Curle’s aeroacoustic analogy – a direct
extension of the well known Lighthill’s analogy. Let
H denote the Heaviside step function defined as 0 for
a point inside the solid body and 1 everywhere else. Let
us suppose the low Mach and high Reynolds number
limit. The wave equation for the pressure perturbations
p′ = p − p0 then takes the form

1

c20

∂2

∂t2
[Hp′] −∇2[Hp′] = ∇ ⋅ [∇ ⋅ (Hρ0uu)]

−∇ ⋅ [(p′I + ρ0uu) ⋅ ∇H], (6)
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where I is the identity tensor and uu is the dyadic
product of the velocity vectors. It can be shown that
the pressure term on the right hand side is the dom-
inating one in the low Mach number limit (Howe,
2002). Since it is nonzero only on the face of the body
due to the ∇H, it follows that the pressure exerted by
the flow on the labium causing an unsteady force is
of the key interest. Since the area of the PIV window
is acousticaly compact we shall seek for the pressure
instabilities related to the periodic flow motions.

The spatial domain of PIV measurement is small
compared to the characteristic wavelength and the flow
Mach number is small compared to unity. Hence we can
assume the flow to be incompressible. The governing
equations reduce to (Batchelor, 2000)

∂u
∂t

+ (u ⋅ ∇)u = − 1

ρ0
∇p + ν∇2u, (7)

∇ ⋅ u = 0, (8)

where ρ0, p, ν denote the ambient density, pressure,
and kinematic viscosity, respectively. As the viscous
boundary layer (neither acoustic nor turbulent) can-
not be properly sampled in our PIV window and the
input consists of averaged snapshots, the effects of vis-
cosity and Reynolds stress distribution are neglected.
Taking the divergence of Eq. (7) and using the prop-
erty (8) we arrive at the the Poisson equation for pres-
sure (de Kat, van Oudheusden, 2011)

∇2p = −ρ0∇ ⋅ (u ⋅ ∇u)

= −ρ0 [(∂ux
∂x

)
2

+ 2
∂ux
∂y

∂uy

∂x
+ (

∂uy

∂y
)

2

], (9)

where the last expression is the source term in Carte-
sian coordinates. The Poisson equation must be sup-
plemented with proper boundary conditions obtained
from the momentum conservation equation evaluated
at the boundary Γ . This leads to the Neumann bound-
ary conditions in the form

∇pΓ = −ρ0 [∂u
∂t

+ (u ⋅ ∇)u]. (10)

Since the Eqs (9) and (10) contain the pressure
only inside the differential operator it is necessary to
set a fixed pressure value somewhere in the compu-
tational domain in order to obtain a unique solution
and assure the numerical stability. This is the first ob-
stacle that has to be overcome. We cannot be sure
of the reference pressure based on the PIV measure-
ment only. Note that the larger scale velocity variations
influence the computational domain by the boundary
conditions (10). The proper way of dealing with this
problem would be placing a sensitive pressure probe
inside the domain or at its boundary and synchronise
it carefully with the PIV measurement.

The second weak spot lays in the finite preci-
sion of the PIV measurement and subsequent data
treatment. Based on experiments with different in-
terrogation areas and subsets of snapshots used for
averaging we assess the relative uncertainty of the
velocity components around 4%. However, it fol-
lows that the uncertainty of the spatial differences
(needed for discretisation of the derivatives) might
exceed 10% in many cases and the combined uncer-
tainties in the right hand side of Eqs (9) and (10)
can easily reach 25%. Therefore the data have to
be preprocessed before solving the equations numer-
ically.

We made an attempt to estimate the pressure by
the aforementioned procedure. The BOD was used for
smoothing the data in space and time. The flow field
was reconstructed from the mean values, the first two
modes, and in order to make the spatial derivatives
more accurate two additional subsequent modes were
included. The constant reference pressure was placed
to the interrogation area with the least velocity vari-
ations (assessed by the 1st BOD mode). Nevertheless,
the departures from the reference value due to the near
field acoustic pressure were neglected by this choice.
Equations (9) and (10) were discretised on the Carte-
sian mesh and solved by the successive over relaxation
method (see e.g. Press et al., 2007).

An interesting result was found for the closed pipe.
The pressure field was decomposed by the BOD as well,
and it followed from the cumulative energy that only
one mode was important. The 1st chronos is depicted
in Fig. 8. It turns out that the main unsteady pro-
cess exhibits a waveform slightly resembling the odd
harmonics features. It suggests that the 1st chronos is
mainly influenced by the boundary velocities related
to the large scale acoustic field rather than the source
terms. The 1st pressure chronos maximum corresponds
to the instant of jet transition from striking outwards
the pipe to the inwards striking direction and vice
versa. However, this topic should be studied in the fu-
ture. See e.g. Auteri et al. (2015); de Kat, van Oud-
heusden (2011); van Oudheusden (2013) for further
reading.

Fig. 8. 1st pressure chronos of the closed organ pipe.
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5. Conclusions

The airflow in the mouth of the closed and open
flue organ pipes was investigated by means of particle
image velocimetry. Substantial differences were found
in the mean velocity distribution and the lateral mo-
tion of the jet which subsequently caused a different
behavior of the other flow coherent structures (such as
vortex eddies). Some of the advantages and drawbacks
of the biorthogonal decomposition application and the
pressure assessment in this particular case were dis-
cussed which lead to a detailed proposition of the new
tasks and problems to be solved.

Acknowledgement

Supported by the Ministry of Education, Youth
and Sports of the Czech Republic in the Long Term
Conceptual Development of Research Institutes grant
of the Academy of Performing Arts in Prague: The
“Music Acoustics of Edge Aerophones” project.

References

1. Auteri F. et al. (2015), A novel approach for re-
constructing pressure from PIV velocity measurements,
Experiments in Fluids, 56, 45, 16 pages.

2. Bamberger A. (2008), Vortex sound of the flute and
its interpretation, The Journal of the Acoustical Soci-
ety of America, 123, 5, 3239–3239.

3. Batchelor G.K. (2000), An introduction to fluid dy-
namics, Cambridge University Press, Cambridge.

4. Cabral B., Leedom L. (1993), Imaging vector fields
using line integral convolution, [in:] Proceedings of the
20th annual conference on Computer graphics and in-
teractive techniques, SIGGRAPH ’93, pp. 263–270,
Anaheim, CA.
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