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Abstract. The stability and positivity of linear positive Markovian jump systems with respect to part of the variables is considered. The method-
ologies of stability of positive systems with known transition probabilities based on common linear copositive Lyapunov function and stability
of linear systems with respect to part of the variables are combined to find sufficient conditions of the stochastic stability and positivity of
Markovian jump systems with respect to part of the variables. The results are extended for a class of nonlinear positive Markovian jump systems
with respect to part of the variables. An example is given to illustrate the obtained results.
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1. Introduction

Positive systems is a wide class of mathematical models used
in description of many processes in the real world. The the-
ory of these systems was presented, for instance in [1,4,9,22].
Such models were used for physical, chemical, biological, eco-
nomical, social processes, for instance, absolute temperature,
concentrations of chemicals, number of cells, stock prices, mor-
tality rates, electrical ladder network. The problem of the sta-
bility and stabilizability analysis of linear positive systems is
connected with the spectral analysis of Metzler matrices. It has
been studied by some authors, see for instance [16—18]. Another
wide class of mathematical models used in description of many
processes are Markovian jump systems (see for example, [3,30]).
Usually, they are described by a set of differential (difference)
equations and a switching rule in the form of a right-continuous
Markov chain. One of the basic problems is the stability and
stabilizability of these systems [5, 6,28,31,33].

To describe positive processes with possible uncertainties
usually random processes are used, in particular Markov jump
systems. The theoretical study of Markovian jump systems was
presented in many papers and books, for instance [3,24, 26].
A particular class of these systems are positive systems with
Markovian jump parameters. Many applications of these sys-
tems were reviewed in [29]. At the same time the analysis of
switching systems used in control theory [12] was applied to the
study of a particular class called positive linear switched sys-
tems [7, 15]. One of the most important problems in the study
of these systems is the stability problem of positive solutions.
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The problem of stability and stabilizability of linear positive
systems with a completely known Markovian switching process
was considered in [2,20-22,29] and with a partially known
Markovian switching process in [19, 32].

In the study of large scale systems it was often difficult to
find the sufficient conditions of stability and at the same time in
real systems we are only interested in the qualitative analysis of
some variables. It motivated researchers to investigate stability
problems with respect to part of the variables (partial stability).
This idea is very useful in the study of some mechanical holo-
nomic and nonholonomic systems and systems describing the
dynamics of controlled solid. Many other examples and appli-
cations and theoretical results in this field one can find in the
Vorotnikov’s book [27].

Since the stability criteria obtained for non-hybrid system
can not be directly applied to hybrid systems it is necessary
to consider separately in details every class of hybrid systems.
A generalization of the partial stability of nonlinear stochastic
systems with a completely known Markovian switching pro-
cess was proposed in [10, 13, 14] and with a partially known
Markovian switching process in [25].

The qualitative analysis of dynamic systems with respect to
part of the variables was also used in the study of stabiliz-
ability [23] and controllability [11]. In the case of dynamic
non-hybrid systems described by linear differential equations
researchers proposed to transform the original system to an aux-
iliary system of linear differential equations of lower order and
then to look for stability or stabilizability conditions for the
auxiliary system and next to find sufficient conditions of sta-
bilizability or controllability for the corresponding part of the
variables.

In this paper we consider the problem of the stability and pos-
itivity of positive Markovian jump systems with respect to part
of variables. We use the methodologies of stability of positive
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systems with known transition probabilities based on common
linear copositive Lyapunov function and stability of linear sys-
tems with respect to part of the variables and we combine them
to find sufficient conditions of the stochastic stability and pos-
itivity of Markovian jump systems with respect to part of the
variables.

The obtained results are extended for a class of nonlinear
positive Markovian jump systems with respect to part of the
variables. To the best of our knowledge this generalization is
new. The obtained results are illustrated by an example.

2. Problem formulation and mathematical
preliminaries

Throughout this paper we use the following notation. Z. =
[0,00), T = [tg,0), fo > 0. Let |- | and < - > be the Euclidean
norm and the inner product in %", respectively. ||x|| = Y7 |xil,
x=[x1,...,%]7. By (A)7, (A)~! and A (A) we denote the trans-
position, the inverse and the eigenvalue of the matrix A, respec-
tively; the symbol 1,, denotes the n-dimensional vector with all
entries equal to 1; I, is the nx n identity matrix. For a vector
v € %", we introduce a notation v > 0 and v >~ 0, if it implies
foralli=1,...,n, v; >0 and v; > 0, respectively. For a n xn
matrix A = [q;;] the notations A >~ 0 or A > 0 imply for all
i,j=1,...,n, a;j >0 or a;; > 0, respectively. A matrix A is
said to be a Metzler matrix if its off-diagonal elements are all
nonnegative real numbers.

We consider the linear system with Markovian jump param-
eters described by
x(f0) = X0, r(to) =ro, (1)
where x € #" is the system state, Xg € #" and r( are initial
conditions. o7 (1) € ™" forall | € .7 are assumed to be Metzler
matrices for all [ € .7

Let {r(z),t € T} represent the switching process in the form of
aright-continuous Markov chain {r(¢), # > 0} on the probability
space taking values in a finite state space . = {1,...,N} with
the generator I" = ]y xn. i.e.

%6 +0(8), if 1#],
P{r(t+98)=jlr(r) =1} = {llil-j/ ;12(5) iy j 2)
1l ) =/

where 6 >0, ¥ ; = 0 s the transition rate from [ to j if / £ J,
Yit = — Y2; Y1j- We assume that the Markov chain is irreducible
i.e. rank(I') = N — 1, and has a unique stationary distribution
P =p1, p2, ..., py]T € Z" which can be determined by sol-
ving

Iy =0

N 3)
subjectto Y py=1and p; >0 forall/ € ..
=1

We quote some useful definitions and lemmas.
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Definition 1. We consider a linear deterministic vector differ-
ential equation

x(t) =ax(t),  x(to) = xo, 4)
where x € Z", of € Z"*". We call system (4) to be positive if

for any initial condition x(f9) = 0 the solution of equation (4)
satisfies the inequality x(z) >~ 0 for all € T.

Lemma 1. [9] System (4) is positive if and only if o is a
Metzler matrix.

Lemma 2. [9] Consider positive system (4), then the following
conditions are equivalent

(a) & is a Hurwitz matrix;

(b) There exists a vector v > 0 such that .7 "v < 0.

Definition 2. If there exists a vector v € #Z", v = 0 such that
/Tv < 0, then the function

V(x(1)) =x(t)"v (5)

is said to be a linear copositive Lyapunov function of system (4).

Lemma 3. [29] ./ € #"*" is a Metzler matrix if and only if
there exists a positive constant p such that < + pI,, > 0.

For simplicity we denote the solution x(z,Xo,rp) of equa-
tion (1) with ro € .7 by x(¢).

Definition 3. [29] Solution x(#) = 0 of system (1) is said to
be stochastically stable, if for any initial condition xy € %" the
solution of (1) satisfies the following condition

E /||x(t)||dt < oo, )
0

Definition 4a. [2] For any integer number p > 0, solution x(¢) =
0 of system (1) is said to be p — moment exponentially stable,
if there exist positive constants ¢, ¢ such that for any initial
condition xo > 0, the following inequality is satisfied

E[|x(t, xo, 10)|"] < cE[xo|"exp{-a(t —t0)}, t=1 (]

Definition 4b. [2] Solution x(¢) = 0 of system (1) is said to
be exponentially mean stable, if there exist positive constants
a,c such that for any initial condition xq > 0, the following
inequality is satisfied

E[x(t, X, ty)] < cE|Xo|exp{—a(t — to)}1,, t>1t5.  (8)

For p =1 and p = 2 the above definition is called exponential
mean stability and exponential mean—square stability, respec-
tively.

It was shown in [2] that the 1 — moment exponential stability
and exponential mean stability are equivalent.

We choose linear copositive Lyapunov functions for sys-
tem (1)
le s, 9)

Bull. Pol. Ac.: Tech. 67(4) 2019
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where x, v(I) € 2", v(I) > 0. Since the process {(x(¢),r(t))}
defined in system (1) is a Markov process with an initial state
(x0,r0) (see [8]) its weak infinitesimal generator . acting on
function (9) is defined for all € .% by

LV, = Jim < [EV(x(6-+8),r(1 +5))

=V (x(t),0)]].

Now we recall two basic theorems that establish the suffi-
cient conditions of stability of positive Markovian jump linear
systems (1).

(10)

Theorem 1. [29] System (1) for the matrix I" given by (2),
(3) is positive and stochastically stable if there exists a constant
p > 0 and a set of vectors v(I) € Z" for each [ € . such that

V(1) =0, (1)

N
(@ ()" +pL)v(l)+ Y. yjv(j) < 0. (12)
j=1

Theorem 2. [2] System (1) for the matrix I" given by (2, 3)
is positive and mean exponentially stable if and only if there
exists a set of vectors v(/) € Z" for each [ € .% such that

v(I) =0, (13)
N

(V1) + Y nyv(j) <0. (14)
j=1

We assume that the vector x in equation (4) can be splitted
into two vectors y and z, i.e.

XT = [YIa---7Ynz,Zla---7Zr] = [yTaZT]a

r>0,

15)

m >0, n=m+r.

We propose the following definition of the positivity of the
part of the variables:

Definition 5. We consider again linear deterministic vector dif-
ferential equation (4) and we call system (4) to be y-positive
(or partial positive) if for any initial condition x(7p) > 0 the y
part of the vector x of the solution of equation (4) satisfies the
inequality y(¢) = O forallr € T.

Using Definition 3 and 4 and the definition of stochastic sta-
bility with respect to part of the variables presented in [27]
we propose the following definitions of stochastic stability and
exponential mean stability with respect to part of the variables.

Definition 6. System (1) is said to be y-stochastically stable(y-
SS) (stochastically stable with respect to part of the variables),
for any initial condition x(#p) >~ 0 the vector y of the solution of
(1) satisfies the following condition

E| [Iyolde| <o (16)
0
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Definition 7. [27] System (1) is said to be y-exponentially
mean stable (y-EM stable) if there exist positive constants «, ¢
such that for any |x¢| the following inequality is satisfied

E[ly(t.x0.10)|] < cElxo|exp{—a(t—10)}, t>10. (17)

3. Main results

3.1. Construction of an auxiliary pu-system. We consider
again linear system (4) and we assume that it is the positive
system, where the vector x is defined by (15). Then, it can be
represented in the following vector form

y(1) = [Ay (1) + Cz(1))],
2(1) = [Py () +Qz(1)],

y¥(t0) = yo.

18
Z(to) =17, ( )
where A € "™ Cec ™", Pec ™™, Qe A", are con-
stant matrices.
Following Vorotnikov [27] we construct an auxiliary u-
system. We define new variables u;, 1 <i < p from the equality
1 = Cz and also from the variables

p =Cz=0CQz, u?=cCi=CQ%, -,
(19)
p =cz® =cQ¥z, 1<k<p-—1.

To determine a number of variables required to form an aux-
iliary p-system we introduce auxiliary matrices

Ko=C", Ki=Q'Ki, 1<i<r (20)
and
Hp =Ko, Ky, -+, Kpi]. 2D
Lemma 4. [27] The u-system is m+ h dimensional iff the
rank ), = h.

We assume that s is the minimal number satisfying the condi-
tion rank ;| = rank ;. We define the matrices L;,i=1,...5
as follows:

(i) Therows of h x r matrix L are linearly independent columns
of matrix J#;_;
(ii) The columns of & x h matrix L, are the first 4 columns of
matrix L
(iii) The first & rows of r x h matrix L3 are the rows of matrix
L, '. The remaining rows of matrix Lj are zero row-vectors.
(iv) The matrices L4 and Ls are defined by

I
) L5 = "
0

where I, is the identity matrix of order m.
We denote the state vector of the auxiliary p-system by

L. O
0 L,

Ly =

%ZLY17~--,)’maN17--~aIJIz]T~ (23)
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Vorotnikov [27] has shown that the state vector of the auxiliary
L-system satisfies linear differential equation

2(t) =LadLs 2 (1), 2 (10) = Zo. (24)
3.2. Partial stability and partial positivity of linear systems.
Vorotnikov [27] has also shown the auxiliary p-system can be
used to find sufficient conditions of exponential stability with

respect to part of the variables.

Theorem 3. Assume that the null solution 2" (¢) = 0 of the
auxiliary p-system differential equation (24) is exponentially
stable with respect to the all variables.

Then the null solution x(¢) = 0 of the original system (4) is
exponentially stable with respect to the variables yy,...,y,.

Theorem 4. Assume that the auxiliary p-system of differential
equation (24) is positive defined with respect to the all variables,
then the original system (4) is positive defined with respect to
the variables yy,...,yn,.

Corollary 1. The auxiliary u-system of differential equation
(24) is exponentially stable iff all real parts of eigenvalues of the
matrix L4.<7Ls are negative.

Corollary 2. If we assume that system (4) represented in form
(18) satisfies conditions

A and Q are Metzler matrices and C > 0.P > 0,

then the matrix <7 is a Metzler matrix and system (4) is
positive.

Corollary 3. If we assume that system (4) represented in form
(18) satisfies conditions
o/ and L QL3 are Metzler matrices and CL3 = 0, L{P > 0,
then the matrix L4.e/Ls is a Metzler matrix and auxiliary
U-system (24) is positive.

Since the original system (18) can be stable or unstable and
positive or not positive, then this gives us four cases to consider.

Theorem 5.

(i) Assume that the auxiliary pu-system of differential equation
(24) is unstable and is not positive with respect to the all
variables, then the original system (18) is unstable with
respect to the variables yq,...,y, and is not positive with
respect to the variables yi,..., V.

Assume that the auxiliary p-system of differential equation
(24) is exponentially stable and is not positive with respect
to the all variables, then the original system (18) is expo-
nentially stable with respect to the variables yy,...,y, and
is not positive with respect to the variables yi,..., V.
Assume that the auxiliary p-system of differential equation
(24) is exponentially unstable and is positive with respect to
the all variables, then the original system (18) is exponen-
tially unstable with respect to the variables yy,...,y, and is
positive with respect to the variables yy,..., V.

Assume that the auxiliary p-system of differential equation
(24) is exponentially stable and is positive with respect to the
all variables, then the original system (18) is exponentially

(ii)

(iii)

(iv)

stable with respect to the variables yy,...,y,, and is positive
with respect to the variables yi,...,y,.
772

The proof of this theorem follows from the proof of Theorem
1.1.1 [27] and the properties of the Metzler matrices.

Corollary 4. The stability criteria in Theorem 5 were given in
the sense of Definition 5. In a similar way one can formulate the
criteria in the sense of Definition 6 and Definition 7.

4. Partial stability and positivity of linear systems
with Markovian switching

We consider system (1) and we assume that it can be represented
in the form (18) for all / € . such that the matrices A = A(l),
C=C(),P=P(l), Q = Q(!) are constant. Repeating consid-
erations given in Section 3.1 we find that the state vector of the
auxiliary u—subsystems satisfy linear differential equations

%(I)ZLMM(I)L&%/(Z‘), %(lo):%, le. . (25

We note that the auxiliary p—subsystems of differential equa-
tions (25) are deterministic equations for each [ € .. If we add
the Markovian switching rule defined by the matrix I" given by
(2), (3), then we obtain a stochastic equation called a Markovian
jump system. In further consideration we may use the method-
ology proposed for instance in [3, 30].

Now we extend Theorem 5 to the case of positive linear

systems with Markovian switching.

Theorem 6. We consider system (1) and the matrix I" given by
(2), (3) and assume that

(i) the auxiliary p-systems of differential equations 2 (¢) =
A (r(t))Z (t) is stochastically unstable and the matrices
/(1) = Lg</ (I)Ls are not Metzler matrices for all / € .7,
then the original system (1) is stochastically unstable and is
not positive with respect to the variables yp,...,yn.

for the auxiliary p-systems of differential equations .2 (1) =
A (r(t))Z (t) there exist a constant p > 0 and a set of vectors
v(l) € Z#"+" for each | € .7 such that

(ii)

v(l) = 0, (26)

N
(D" +pLusn) V() + Y wj0() <0 27
j=1

and the matrices .7 (I) = L4.7 (I)Ls are not Metzler matri-
ces for all / € .7, then the original system (1) is stochasti-
cally stable and is not positive with respect to the variables
YiseosYm- .

the auxiliary p-system of differential equations 2 (1) =
A (r(t))Z (t) is stochastically unstable and the matrices
(1) = Lgo/ (I)Ls are Metzler matrices for all € ., then
the original system (1) is stochastically unstable and is pos-
itive with respect to the variables y1,...,y;.

for the auxiliary u-systems of differential equations .2 (1) =
o (r(t)) Z (t) there exist a constant p > 0 and a set of vectors
v(l) € #"* for each [ € . such that conditions (26) and
(27) are satisfied

(iii)

@iv)

Bull. Pol. Ac.: Tech. 67(4) 2019
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and the matrices .27 (1) = L4.<7 (I)Ls are Metzler matrices for all
[ € .7, then the original system (1) is stochastically stable and
is positive with respect to the variables yi,..., V.

Proof. Since the proofs of all cases are similar we show a sketch
of proof of the case (iv). For simplicity we assume that 7o = 0
and we propose for system 2 (1) = <7 (r(t)) 2 (t) a stochastic
linear copositive Lyapunov function

V(2 @),0)=2 @) o), e, (28)
where v(1) € Z2"*", v(1) = 0. Applying operator .# defined by
(10) to Lyapunov function (28) we find

LV(X (1)) =2 ()" (LsTdT(l)L4Tv(l)

y (29)
=Y mo().
j=1
Hence and from conditions (26) and (27) it follows
LV(2 (0,0 < —pV(Z(0),0), 1S (30)

Further repeating the proof of Theorem 1 [29] we find
that the auxiliary p-systems of differential equations 2 (¢) =
A (r(t))Z (t) is positive and stochastically stable. Hence, it fol-
lows that the original system (1) is stochastically stable and is
positive with respect to the variables yi,..., V. L]

The proof of Theorem 6 follows from Theorem 5 and Theo-
rem 2 [2].

Corollary 5. If instead of condition (26) and (27) in Theorem
6 we assume that there exist a set of vectors v(I) € 2" *" for
each [ € . such that

v(l) =0, 3D
N

N0+ Y nv(j) <0, (32)
j=1

then in the thesis of the case (ii) and (iv) in Theorem 6 the
stochastic stability is replaced by the exponential mean stability
with respect to the variables yy,...,y;.

The proof of Corollary 5 follows from the proof of the case
(iv) in Theorem 6 and theorem 2 [2].

Remark 1. From considerations given in [29] and [2] it follows
that if matrices .7 (I) are Metzler matrices for all subsystems
[ € . then hybrid system (1) is positive. Similarly if matrices
of p—auxiliary systems o7 (I), for all subsystems [ € .% are
Metzler matrices then hybrid system 2 = o7 (r(t)) 2" is also
positive.

Example. Consider a linear stochastic hybrid system consisting
with two subsystems / = 1,2 having the same structure with
different parameters described by

(33)

X(t()) = X0, r(to) =1,

Bull. Pol. Ac.: Tech. 67(4) 2019

where x(t) = [y (t),y2(¢),z1(t),22(t)]"

—a(l) 1 0 0
A1) = =b(l) —c(l) () () 34)
0 0 —Bul) —Pun(l)
0 0 0 B2 (1)

with Markovian switching process r(¢) defined by (2), (3), where
all coefficients a(l), b(1), ¢(1), 0;(1), 6(1),i,j=1,2,1=1,2 are
assumed to be real and positive.

We introduce the new auxiliary variable pt defined by

p=ou(l)z1 +oa(l)z (35)

and we assume that the coefficients ;(!) and B;; (1), i, j,l =1,2
satisfy the following condition

_ B ()
Bui (1) + Bxa(l)

The new auxiliary hybrid p-system defined for the vector
& = [y1,y2, 1]" has the form

(0%) (l) (36)

; () —a(l) 1 0 n ()
0= b0 ) 1 »(t) | G7)
u(t) 0 0 —Bu()] | u@)

with Markovian switching process r(¢) defined by (2), (3).
The Lyapunov function V(&,1) for both subsystems has the
linear form of the vector & = [y, y2, u]”
V(E,) =) V(D) =vi(ly1 +va(Dy2 +v3(Dp,  (38)
where all coefficients v;(), i =1,2,3, 1 = 1,2 are assumed to be

real and positive.
Now, we calculate £V (&,1) forl = 1,2

LODY(E 1) = vi(1)(=a(1)y; +y2)

+v2(1)(=b(L)yr —c(D)y2 +p) +v3(1) (=P (Hu) (39
+1mV(E, 1) +n2V(E,2).

Hence

LMV (&,2) =vi(2)(—a2)y1 +2)
+v2(2)(=b(2)y1 —c(2)y2 + p) +v3(1) (=P (Hu) (40

+1mV(§.2)+mV(E,1).

We define the first and second subsystem by the following
coefficients

For first subsystem [ =1

a(l)=3, b(l)=—1, c¢(1)=-2, Bn(l)=1.
For second subsystem [ =2

a2)=3, b(2)=-1, c¢(1)=8, Bn2)=1.
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Then conditions (39) and (40) will take the form

LOV(E 1) = vi(1)(=3y1+y2) +va(1) (1 + 292+ 1)
—v3(1)p+n1 (vi(D)yr +va(1)y2 +v3(1)u)
+ N2 (vi(2)y1 +v2(2)y2 +v3(2) 1)
=y1(=3vi(1)+v2(1) + yvi(1) + 12v1(2))
+y2(v1(1) +2v (1) +y11v2(1) +’)/12V2(2))
+ 1 (v2(1) = v3(1) +y1v3(1) + 12v3(2)),

(41)

LOV(E,2) = vi(2)(=3y1+y2) +v2(2) (1 — 8y2 + 1)
—v3(2)p + P2 (vi(2)y1 +v2(2)y2 +v3(2) 1)
+ %1 (vi(Dy1 +v2(1)y2 +v3(1)u)
=y1(=3v1(2) +2(2) + 1221 (2) + 121v1 (1))
+y2(v1(2) — 8v2(2) + 1212(2) + 1a1v2(1))
+ 1 (v2(2) = v3(2) )+ 1ivs(1)).

(42)

+ 7232

If we assume that the positive coordinates v;(I), i = 1,2,3,
[ = 1,2 and the elements of the matrix I" are equal
vi(1)=vi(2) =0.75, v (1)=0.75, v(2)=0.5,
v3(1)=v3(2) =1, vi1=p2=-10, yi2="p1 =10,
then conditions (39) and (40) will take the form

ZLODY(E,1) = —1.5y; —0.25y, —0.25u @)
< —0.2(0.75y1 +0.75y, + u) = —0.2V (€, 1),

LDV (E,2) = —1.75y; —0.75y, — 0.5 4
< —0.2(0.75y; + 0.5y, + 1) = —0.2V(€,2).

Hence it follows that PV (E,1) < —0.2V(E,1), [ =1,2.
From Theorem 6 (case (iv)) and Corollary 5 it follows that
system (34) is stable in the sense of both Definitions 3 and 4
with respect to the variables yy,y».

4.1. A class of positive Markovian jump nonlinear systems.
We consider a nonlinear stochastic system with Markovian jump
parameters described by

X(1) = (r(1))x(t) +b(r(1))0 (),

(45)
X(t()) = Xp,

r(l‘o) =10,

where the notation and all assumptions are the same as for
system (1) and b(/) € 2", b(l) = 0;

@ (y) is a scalar nonlinear function, ¢ : #Z — % such that

0<9() <My, y=c(r(t)x, (46)

where M is a positive constant M > 0, y is a nonnegative scalar
variable, y > 0, ¢(l) € Z", ¢(I) = 0, forall [ € .7.

Since <7 (1) + Mb(l)e(1)T is also a Metzler matrix for all
[ € .7 then it is simple to show that the solution of each system
(45) is positive for all [ € ..

We consider again positive system (45) for the matrix I" given

by (2), (3).
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Theorem 7. System (45) with a transition rate matrix I given
by (2), (3) is positive and stochastically stable if there exists a
constant p > 0 and a set of vectors v(I) € #Z" for each [ € .
such that

v(l) =0, 47)

(o ()T +Md(De())T + pL,)v(l) + Z y;v(j) <0.  (48)
Now, we consider a linear system

x(t) = A (r(t))x(2), x(fo) =xo, r(to)=ro, (49)

where the notation and all assumptions are the same as for
system (45) and b(l),c(l) € %", b(l),c(l) = 0, <} (I) =
()T +Mb(l)e()T.
Similar to considerations given in previous section we con-
struct an auxiliary y-system defined by
%M(t> = L4ﬂML5%M<l), %M(t()) =

Zmo, (50

where 2}y is the state vector of the auxiliary p-system (50)

T
%M:[ylv"'vymuulau'nuh] . (51)
Repeating considerations from previous section one can prove
similar criteria of positivity and stability with respect to part of
the variables for a class of positive Markovian jump nonlinear

systems (45).

5. Conclusion

In this paper we have considered the problem of the stability
and positivity of linear positive Markov jump systems with re-
spect to part of the variables. The main idea was to extend the
methodology of stability of positive Markov jump systems with
known transition probabilities based on common linear copos-
itive Lyapunov function to the case of positive Markov jump
systems with respect to the part of variables. It was important
that also the property of positivity of was considered for Markov
jump systems with respect to the part of variables. The obtained
results have been extended for a class of nonlinear positive
Markovian jump systems with respect to part of the variables.
They can be treated as a generalization of the criteria obtained
in [29] and [2].

Also other stability criteria of positive Markov jump systems
given in [2] can be adopted to stability and positivity analysis
with respect to the part of variables, for instance, the criteria of
exponential almost sure stability.

When there are no switchings r(#) = 0 in considered nonlinear
and linear systems, then the obtained criteria can be reduced to
the corresponding criteria given in [27].

At the end, we admit possible future generalization of the
class of considered hybrid systems. We may consider a positive
linear feedback control system in the form x(7) = o7 (r(¢) )x(¢) +

Bull. Pol. Ac.: Tech. 67(4) 2019
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P(r(t))u(t) and to look for criteria of stabilizability and con-
trollability with respect to part of the variables of non-hybrid
and hybrid systems.
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