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Accepted: 27 July 2020 The application of churn prevention represents an important step for mobile communica-

tion companies aiming at increasing customer loyalty. In a machine learning perspective,
Customer Value Management departments require automated methods and processes to
create marketing campaigns able to identify the most appropriate churn prevention ap-
proach. Moving towards a big data-driven environment, a deeper understanding of data
provided by churn processes and client operations is needed. In this context, a procedure
aiming at reducing the number of churners by planning a customized marketing campaign
is deployed through a data-driven approach. Decision Tree methodology is applied to drow
up a list of clients with churn propensity: in this way, customer analysis is detailed, as well
as the development of a marketing campaign, integrating the individual churn model with
viral churn perspective. The first step of the proposed procedure requires the evaluation of
churn probability for each customer, based on the influence of his social links. Then, the
customer profiling is performed considering (a) individual variables, (b) variables describing
customer-company interactions, (c) external variables. The main contribution of this work
is the development of a versatile procedure for viral churn prevention, applying Decision
Tree techniques in the telecommunication sector, and integrating a direct campaign from
the Customer Value Management marketing department to each customer with significant
churn risk. A case study of a mobile communication company is also presented to explain
the proposed procedure, as well as to analyze its real performance and results.
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Introduction

In the Industry 4.0 era, with the introduction of
IoT (Internet Of Things) and Big Data concepts, the
ICT (Information and Communications Technology)
sector offers innovative products and services. This
is possible because of the increasing availability of
customer data that has also created a new fruitful re-
search area within marketing science: Customer Val-
ue Management (CVM) [1]. CVM approach focuses
on customer big-data analysis to improve the efficien-
cy of marketing campaigns, customizing the actions.
Nowadays, due to the increasing competitiveness and

constant price-war, reducing the attractiveness and
profitability of the ICT sector, a revision of CVM
marketing strategies is needed. In the Telecommuni-
cation sector, three main strategies have been pro-
posed to generate more revenues [2]: (a) acquire new
customers, (b) upsell the existing ones, and (c) in-
crease retention rate (customer loyalty indicator).
A common expression in the telecommunication in-
dustry is that it costs five times more to acquire
a new customer than it does to retain an existing
one [3]. Considering the definitions above and the
problem addressed in the current paper, Churn pre-
vention, i.e., the implementation of a methodology
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to prevent customer abandonment, represents a fo-
cal point: a company needs to reduce Churn Rate,
as well as increase Customer Lifetime Value (CLV),
or customer relationship. CLV is an indicator that
measures predictable profits based on the relation-
ship with customers; customer Churn Rate indicates
customer satisfaction and service quality, it refers to
customers losses who switch from one company to
another competitor within a given period [4]. Since
churn prediction helps the company to do some-
thing and retain their customer [5], it should be
known in advance [6]. Moreover, customer loyalty
can generate positive word-of-mouth, bringing sig-
nificant advantages over other types of promotion in
terms of credibility [7]. Companies are eagerly seek-
ing big data analytics solutions to solve customer
churn problems or other aspects such as predictive
maintenance [8], for the sake of turning the data into
valuable business insights [9].

In this paper, we propose a data analytics model
integrating the data collected from different sources,
to improve marketing CVM decision-making; a simi-
lar perspective has already been implemented in the
energy sector [10].

The predictive model developed in this work uses
machine learning (ML) techniques and builds a new
way of feature engineering, going from the identifi-
cation of customers churn risk probability to the im-
plementation of marketing campaigns aimed at re-
tention: a procedure to identify the right customer,
at the right time, with the right offer, is developed.

In addition, interactions among individuals are
studied using Social Network Analysis (SNA) and
Classification Tree approaches. According to this
theory, customer churn is not only influenced by
endogenous factors (e.g., the telephone subscription
type) but also by exogenous factors (e.g., the influ-
ence of other individuals). Qualitatively, a client is
more likely to “churn” if people having a strong in-
fluence on him have migrated to another operator.
This is what the authors have called the “viral ef-
fect”, and it must necessarily be considered form
the mathematical point of view in a churn preven-
tion perspective. The remainder of the paper is or-
ganized as follows: after this brief introduction and
a review of the most relevant contributions on similar
topics (Sec. 2), the procedure is developed in Sec. 3,
additionally describing the processes to plan a mar-
keting campaign. Moreover, in Sec. 4, the case study
of a well-known Italian Telecommunication compa-
ny is presented to clarify better the application of
the procedure and the effectiveness of the developed

model. Lastly, in the same section, the conclusions
and future research directions are presented.

Literature review

Churn Prevention and management models are
widely used in CVM departments for customer churn
prediction. In the last few years, the use of indus-
trial big data for customer churn management has
caught researchers studies because traditional meth-
ods are not engineered for the type of big, dynamic,
and unstructured data [9]. First of all, [7] provided
an understanding of the interplay between switching
costs and loyalty. The problem of churn prediction
has been tackled in many different sectors, such as
telecommunication [2, 5, 11–13], e.g., internet ser-
vice provider [14], retailing [15, 16], financial indus-
try, e.g., banking [17, 18], energy [19].

Reference [20] identified three different key fac-
tors of the customer churn problem in existing liter-
ature, namely, (a) churn rate, (b) prediction perfor-
mance, and (c) retention capability. The customer
churn problem can be addressed through different
techniques. Several authors, like [21, 23], presented
a comparative study of the most used algorithms
categories for customer churn prediction: (a) Re-
gression analysis, (b) Decision tree, (c) Bayes algo-
rithm, (d) Support Vector Machine, (e) Instance-
based learning (f), Ensemble learning, (g) Artifi-
cial neural network, (h) Linear Discriminant Ana-
lysis. Reference [2] developed a call-behaviour-based
churn-prediction technique from contractual infor-
mation of the subscribers and call pattern changes.
Amin et al. [13] identified that there is still a lack of
efficient customer churn prediction approaches in the
telecommunications sector; it is estimated that one
in fifty subscribers of a given company discontinues
their services every month [4]. Table 1 lists several
studies relating to the building of Churn Prediction
models by using a telecoms dataset. The table shows
the authors, the selected modelling techniques, and,
finally, their results.

The literature review highlights different studies
in the development of Individual Churn model and
SNA: the latter technique is applied in several stud-
ies for data transformation and preparation, e.g., for
environmental risk management [27].

In the ICT sector, SNA is performed to summa-
rize the connections between every two customers
and build a social network graph [22] with differ-
ent types of weights. Part of this, for example, is the
effect of “word-of-mouth”.
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Table 1
Churn prevention techniques in the telecommunications sector.

Ref. Techniques Results

[6] Apache Hadoop, Apache Hbase,
C4.5 Algorithm

Used customer call records as input for churn prediction.

[9] Hadoop MapReduce, Clustering
method

Proposed a semantic algorithm
stronger than the subtractive clustering method (SCM) and
fuzzy c-means (FCM).

[11] Apache Spark, Hadoop, SQL. Predicted churn based on the 3V’s perspectives of big data: Variety plays the
most important role.

[12] Random Forest Real-time capture of customer experience to assess which conditions lead the
user to call the telco’s customer care centre.

[13] Rough set theory Four rule-generation mechanisms:
Genetic Algorithm is the most efficient technique.

[14] AdaBoost,
Extra Trees,
KNN, XGBoost

SMOTE technique before comparing several models: XGBoost gave the best
result.

[20] Receiver Operating Characteristic
curve, customer
Lifetime Value

Developed a Profit model for churn prevention

[22] Decision Tree, Random Forest,
Gradient Boosted Machine Tree,
Extreme Gradient Boosting

Testing and training of four different models without any proactive action:
XGBOOST gave the best result.

[24] Survival analysis techniques Predicted the membership duration of customers

[25] Artificial neural networks (ANN),
Self-Organizing Maps (SOM)

The hybrid models (ANN+ANN and ANN+SOM) outperform the single neu-
ral network baseline model in terms of accuracy

[26] Decision Tree, Neural Network Achieved good prediction accuracy using customer profile, billing and call
information and service change records

According to existing literature contributions,
the research gap involves the development of a Vi-
ral Churn model with a direct marketing cam-
paign. Due to the wide amount of data nowadays
available, the identified research gap could be ad-
dressed capitalizing on ML techniques to determine
the conditioned churn probability between different
customers.

Research approach

The current research approach is a modification
of different methods, aiming at developing a proce-
dure to organize items in the CVM department: SNA
and Decision-Tree application for “Viral churn” pre-
vention. Specifically, the main steps of a marketing
campaign are defined based on a customer loyalty
strategy, such as the “actuator” of the churn preven-
tion strategy. The operational process consists of a
cyclical multi-layer model (Fig. 2): 1) Data manage-
ment, 2) decision-making model, 3) marketing cam-
paign application, and 4) performance analytics.

Data management

Data management is the first fundamental step
in CVM to define customer profiling as input for the

next phase. According to the proposed process, the
target is dynamically modified based on the analy-
sis layer improving strategy effectiveness. From these
premises, data collection for customer analysis is
summarised below. As highlighted in Fig. 1, indi-
vidual parameters and customer-company interac-
tion are limited only to the intrinsic characteristics of
the client, constituting the so-called Individual churn
model. The activation and deactivation number are
used because users often changing services are more
conditionable. Data allowance and usage are includ-
ed since customers with high usage rate often look
for the best offer; traffic and spending control are
checked because those who usually monitor parame-
ters such as expenditure, is more sensitive to an offer.

Fig. 1. Customer analytics parameter
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Fig. 2. Marketing CVM framework.

Finally, tenure represents the period of service
subscription, while NPS (Net Promoter Score) the
management tool used to assess loyalty in a business-
to-customer relationship. All these variables are used
for customers churn prevention; however, a client
could churn simply because people around him have
done the same.

In order to improve the analysis executed by pre-
vious models, which for ease of implementation and
results are still the most widely used, aViral Churn
model is developed. In this sense, the external pa-
rameters concerning competitive offers are used to
understand market evolution (e.g., in the telecom-
munication sector the focus is shifted from increasing
company-customer relationship to customer loyalty).
At the same time, viral churn variables aim at dis-
covering the correlations among different customers’
churn (as in the case of failure analysis [28]).

Decision-making model

The second fundamental step consists of
a decision-making model development: the input tar-
get is translated into an ML algorithm in order to
identify customers at churn risk. Specifically, the out-
put of the model is a daily list with the top x% cus-
tomers potentially churning. Our model consists of
three “sub-models”: the (a) Individual churn, based
on the intrinsic variable of the customers, the (b) Vi-
ral churn, based on the SNA in order to measure
the so-called “viral” effect (i.e., churners influence),

and the (c) Combination of both models, based on
scale factors. Since the aim of the work is deepening
the intrinsic mechanisms of the Viral churn model,
the other ones are treated briefly only to understand
their global functioning.

Our Viral churn model consists of three main
phases, namely, Dataset, Learning, and Output.

Dataset

The viral churn propensity is based on social net-
works influence: assuming g customers, g links, and
r relationship, the model can be mathematically for-
malized, as follow:
• G(N,L,X), graph-oriented and weighted;
• Ng vector containing the customer base;
• Lfxr vector of all the existing links between the

customer pairs, where lij = (ni, nj) indicates the
link between node i and node j(lij 6= lji);

• Xfxr matrix containing the values of the model r
variables for each link, in which xkr is the value of
the r-th relationship type of the pair (ni, nj).

• The main variables of the Viral Churn model are
listed in Table 2.

• “Churn y” is the model label (e.g., if Churn y = 0,
probably the churn of customer j is not condi-
tioned by customer i). In our model dataset, only
active links are considered.

• Table 2 is composed of symmetrical and asymmet-
rical variables. The latter expresses the “force” of
node i towards node j, decreasing as the time since
the churning event increases.
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Table 2
Variables of the “Viral churn model”.

Name Description

N calls Number of calls between nodes i and j

N messages Number of messages between nodes i and j

A calls Average call duration between nodes i and j

Position Average distance between nodes i and j

Churn y Dichotomous variable (= 1 if the operator of node i is changed)

Delay Time elapsed since migration of node i

Operator Operator to whom the customer has migrated

Degree centrality Number of persons with whom node i is directly connected

Betweennes centrality Number of minimum paths between two nodes (including node i) divided by the total number
of minimum paths between two nodes.

Learning

In Fig. 3, a simplified graph is shown in order
to illustrate the intrinsic mechanism of our proposed
model, by assuming A as the customer whose churn
probability must be calculated, Bi the i-th customer
who could influence A having already changed op-
erator, and lBi,A the link measured by the vari-
able churn y. The conditional probability of churn
event A, given churn event B1 and B2, is denoted by
P (A|B1, B2). Assuming n churn events, the churn
probability estimate is as follows:

P (A|B1, B2, ..., Bi, ..., Bn). (1)

Since:
• the application of Bayes Theorem,
• the assumption that churn event of customer A is

influenced by the “OR” probability of n events,
• the application of the fundamental probability ax-

iom of a finite union of not mutually exclusive
events,

• and the application of Poincaré’s formula, for com-
putational efficiency and simplicity, the class prob-
ability estimation is approximated as:

P

(
n⋃

i=1

A|BI

)
≈

n∑
i=1

P (A|Bi). (2)

Fig. 3. Viral churn model: simplified graph.

Finally, the viral churn probability is as in (3):

P (A|B1, B2, ..., Bi, ..., Bn) =

n∑
i=1

P (A|Bi). (3)

The conditional churn probability of customer A
is closely related to the number of clients “connect-
ed” Bi and to the “strength” P (A|Bi) of the bond
lBi,A. Referring to (3), an estimation of each proba-
bility P (A|Bi) is needed by using ML methods for
pattern recognition (Fig. 4): Decision Tree, Proba-
bility Estimation Tree, C4,5 Algorithm revised, and
Random forests.

Fig. 4. Phases of the viral churn model.

A Decision Tree (DT) is a classification model
learning from a training set {lBi,A, y}, where lBi,A is
the attributes vector, and y ∈ {0, 1} is the dichoto-
mous class-label vector. The unlabeled sample is cat-
egorized into class y = 1 if it falls into the decision
areas corresponding to y = 1. The implemented DT
is a decision support tool that uses a tree-like graph
in which the internal nodes represent a “test” on an
attribute lBi,A. Each branch represents the outcome
of the test, and each end-node represents a class label
(classification taken after computing all attributes).
The classification rules are represented by the paths
from the root to leaf (end-node). Finally, the accura-
cy of our predictive model is verified through a test
set from the comparison between the real class and
the assigned class. The role of our classifier is both
assigning a class to the input links and predicting the
conditional class probability P (y = 11) for each cus-
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tomer. DT models do not usually estimate the Class
Probability, but, in our model, big data are analyzed
to identify both the association and the conditioned
probability between linked customers.

In this sense, theProbability Estimation Tree
(PET) is chosen as a decision boundary-based theo-
ry for assigning probabilities of each unlabeled sam-
ple that falls into a leaf. The belonging probabili-
ty of each class is estimated considering the high-
est likelihood; since the homogeneous classes of the
Algorithm, more end-nodes than classes are creat-
ed bygrouping the links according to their similarity.
Equation (4) gives a formal expression:

P (y = 1|lBi,A) =
Nk

N
, (4)

Nk is the number of samples from the class k (i.e.,
the number of links associated with A’s churning),
compared to the total number of data in the leaf.

Three main aspects are handled: (i) the estimates
are simplistically shifted towards zero or one con-
sidering that in our case-study the average monthly
churn is about 1–2%; (ii) the training set is often in-
accurate if divided into small subsets, conversely, our
data set is around 600,000 units; (iii) the accuracy
of our classification model is improved by the C4.5
revised Algorithm: a greedy top-down inductive
learning approach.

Step 1. The initial node of the tree consists of
both the training data set (S) and the attributes set
or variables.

Step 2. Stop conditions evaluation in order to
identify the tree lefts (or end-nodes):
• All the elements with the same label.
• Empty node (parent node label assignment).
• Using all splitting attributes (most frequent class

label assignment).
Step 3. Selection of the partitioning attribute

with the greatest reduction in entropy and purest
nodes production, measured by the “entropic gain”.
Since the measure of Information gain selects the at-
tributes with a large number of distinct values, the
sub-trees could be repeated several times in a single
decision tree reducing the classification efficiency. As
a result, in our Algorithm a mixed criterion is used
to measure the entropic gain (5) by integrating both
information gain and gain ratio: the only attributes
with a gain higher than the average value are con-
sidered to select the attribute with the highest gain
ratio

Gain (S,A) = Entropy(S)

−
∑

v∈Value(A)

|SA=v|
|S|

Entropy (SA=v) ,
(5)

Entropy(S) = −p log2 (p )− p+ log2 (p+) . (6)

Entropy(S) measures the quantity of uncertainty
of the whole S, where p+ is the proportion of the
class examples p = 1 (i.e., the links to customers
who have churn) contrary to p . Entropy(SA=v) is
instead the conditioned entropy, calculated in the
subset of all the examples with the attribute A of
value v. Since it is not possible to evaluate all the
continuous attributes values (as opposed to discrete
attributes), the examples i are sequenced according
to the increasing value of the attribute to be eval-
uated, then, the maximum gain ratio corresponding
to the “threshold” c (i.e., the average between two
consecutive values) is compared with the other at-
tributes gain. The attribute A with maximum gain
is selected for partitioning

ci =
xi + xi+1

2
∀i ∈ A. (7)

Step 4. The node A is partitioned into subsets
corresponding to all its values (if discrete), or in two
sub-sets (A <= c; A > c), with “cut-off point” just
the value c corresponding to the maximum gain (if A
is continuous).

Step 5. The Algorithm is applied iteratively for
each node identified, excluding from the analysis the
attribute or the threshold c, until one of the stop
conditions in Step 2 is satisfied.

In our model, pre-pruning techniques are ex-
cluded because, while increasing the algorithm ef-
ficiency by reducing overfitting, no optimal solu-
tions can be found contrasting with the PET tar-
get. Post-prouning techniques are also excluded aim-
ing to “cluster”, as many classes as possible, in or-
der to obtain more accurate estimates. Aiming to
prevent the problem of a decision-tree with reduced
bias and high variability, Random forests are de-
veloped based on two techniques: Bagging and Fea-
ture Bagging. Bagging consists of the “Bootstrap”
method and the “aggregating” alghoritm, for resam-
pling the dataset by extracting m samples of quan-
tity n as training-test, and the other ones as test-
set (out-of-bag estimate, OOB). Multiple different
models from a single training dataset are created,
reducing the variability for the Central Limit The-
orem. Based on Feature Bagging, the variability of
a random forest decreases as the number of trees in
it increases. In fact, if one or more attributes are
very strong predictors for classification are selected
in several trees, causing the correlation of the out-
puts and the subsequent reduction of model varia-
bility.
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Output

Once the decision trees are developed, the esti-
mate of the final probability (8) is the average of
the conditional probabilities of the individual deci-
sion tree

P (y|lBi,A) =
1

m

m∑
j=1

Pj

(
y|lBi,A

)
. (8)

The weighed combination between Viral Churn
and Individual Churn value is provided by the final
score (Fig. 5) for each customer, as the summation
of all the probabilities of the associated links (9)

Score =

n∑
i=1

P (y|lBiA). (9)

The final output of this phase is a list of the
top x% of customers at churn risk.

Fig. 5. Customer score construction

Marketing campaign

CVM philosophy is applied through standardized
and automated business processes, aiming at the cre-
ation of a personalized campaign for customer loyal-
ty. The main features of our model are:
• monthly planning,
• two-week lead time for lists generation,
• human resources as bottleneck,
• weekly report about the progress of the cam-

paigns.
The creation process of our marketing campaign

consists of four weeks, as summarized below.
Week 1. Creation of the initial template and tar-

get definition. The template consists of general infor-
mation about the campaign, such as name and identi-
fication code, purpose, duration, service, communica-
tion channel (sms, push notification, or social/web),
activation channel, text, and offer description. The
target lists from the Viral churn model are refined
by an optimizer, according to policy regulations or
qualitative aspects (translated in Boolean language).

Week 2. Creation of the final template and oper-
ational planning (submissions are distributed within
five working days, considering any system capacity
constraints).

Week 3. Presentation of the offer.
Week 4. Customer response. The uniqueness of

the campaign identification code combined with the
target number (from 1 to 8) generates the so-called
keycode to identify the offers activated.

Once the campaign is officially over, all data are
extracted and collected automatically from the infor-
mation systems of company databases. This is the
input for the analysis phase, namely the feedback
performance of the marketing campaign.

Performance analytics

As in the case of a new product projects develop-
ment [29], performance analysis is essential to study
the benefits of each marketing campaign through
Key Performance Indicators (KPI). In terms of churn
prevention, the campaign efficiency is measured by
the number of loyal customers through the service
offered. In this sense, our first KPI is the trade-off
between the campaign efficiency and the incurred ex-
penses.

In order to measure the campaign efficiency, the
following data are analyzed: campaign numerousness,
redeemers, i.e., customers who activate the service,
mobile number portability (MNP OUT), i.e., cus-
tomers who change operator.

Campaign efficiency is measured by the percent-
age RDP, directly proportional to the effectiveness
of profiling, offering, and communication

RDP =
redeemers

CustomerNumberInCampaign
. (10)

Communication usefulness is measured through
the Churn reduction by the Scenario Analysis com-
paring the redemption (customers lost) of the sce-
nario DO (campaign test) and the scenario DO
NOTHING (a sample of 5% of the customers of the
list are exluded in order to test the campaign)

churn reduction =

% MNPred ∗ redeemers−%MNPctrl ∗ redeemers

%MNPctrl ∗ redeemers
,

(11)
% MNPred is the percentage of redeemers in the test
who changed operators, while % MNPctrl is the per-
centage of customers in the control who have changed
operators. These parameters are inversely propor-
tional to the effectiveness of the offer, in fact, an
action is effective if:
• % MNPctrl > % MNPred
• and churn reduction <0.
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Case study

In this section, the case study of a well-known
Italian Telecommunication company is analyzed
based on the following assumptions:
• Mobile costumer base.
• Data-set with all the ex-customers who have

changed operator in the last three months, assum-
ing that the influence of a customers decreases as
the elapsed time from the churn action increases.

• Monthly update of both dataset and MNP graph,
in order to adapte better our model with cus-
tomers changes.

• Daily update of variable values in order to respect
the CVM marketing approach of a continuous tar-
getization, maximizing the effectiveness and effi-
ciency of each campaigns.

• Monthly structural change of variables, removing
corrupted, incomplete or extreme value data in or-
der to ensure data set integrity.

• Churn lists creation depending on both Individu-
al and Viral churn model. The individual score is
assigned to the entire customer base, while the vi-
ral score only to customers with active links (i.e.,
connected to the churners of the previous three
months).

• Churners and churn rate update within one month
from the list generation, in order to define churn
propensity in a limited time.

Results

Churn propensity is influenced by external vari-
ables as emphasized below. In Fig. 6 the effectiveness
of the targetization model is shown: groups of cus-
tomers with up to 3 times the average churn propen-
sity are identified. Within the list of churn risk pro-
files, approximately 2.8 million customers with the
double average risk of the entire customer base are
identified, as a starting subset for the identification
of churn prevention campaigns targets. Of the 600
thousand affected by virality, 120 thousands (about
20% of the customers identified) are within the top
5%, i.e., high risk customers, equal to about 2.8 mil-
lion of the global customer base. Once the customers
are identified, a subset of 12,000 customers of the
120,000 having high-risk of churn are taken to start
a test campaign offering free Giga for 3 or 6 months,
depending on the target.

Fig. 6. List profiling performance table.

After one week of campaign, the redemption is
19% and MNP −77%. Considering the average RDP
between 2–6% in a standard campaign, our result is
optimal and the negative value of number portabili-
ty confirms the effectiveness of the marketing action
for customer loyalty. Based on the excellent perfor-
mance, our marketing campaign is applyed weekly
for 5 mounths to the entire churn risk customer base,
obtaining an average RDP 14%. In Figs 7 and 8, the
average monthly results of %MNP and churn reduc-
tion are shown respectively.

Fig. 7. Trend of %MNP (control and test).

Fig. 8. Trend of churn reduction.

As shown in Fig. 7 and Fig. 8, after the op-
timal effect of initial churn prevention, the values
decreased rapidly, still achieving an extremely high
performance campaign. The “positive” trend of the
churn reduction suggests that the effect could stop in
a few months, however, as long as the parameters are
“good” (RDP ∼ 5%, Churn reduction > 0) the cam-
paign will remain in production. To prevent the per-
formance decrease, continuous model improvement it
is necessary for identifying potential churners accu-
rately.

Discussion

In this section, the main points of our paper and
the possible future solutions are discussed.
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Decision Tree is used to make decisions even if
sometimes it is applied for class probabilities estima-
tion. Usually, DT model is based only on internal
factors (e.g., calls number and usage) or SNA (e.g.,
investigating social structure). Instead, in this pa-
per, DT is applied to understand how one customer
churn influences the choices of another by providing
excellent results.

Specifically, random forests are applied in our
model, combined with C4.5 Algorithm. These two
approaches give low bias (C4.5) as well as a low vari-
ability (random forests approach), providing a diffi-
cult interpretation model. Several variables are iden-
tified for daily customer targetization, providing effi-
cient churn risk lists to better analyzed an extreme-
ly competitive market. The conditioned probability,
based on the union of churn events, declines statisti-
cal relevance.

However, the aim of the paper is not to have
a precise and accurate churn probability estimation,
but to identify measurable ranking customers based
on the trade-off between output effectiveness and
computational efficiency.

In order to suggest future applications and exten-
sions for continuous improvement, different solutions
are proposed:
a) model structure update to improve the effective-

ness of profiling;
b) new commercial offers differentiated according to

the target group;
c) automatic daily campaign creation by integrat-

ing the extraction process and target creation.
Target ranking could be optimize, providing di-
rectly customized offers through daily schedule,
minimizing human errors and their associated
costs.

Conclusions

The telecommunication marketing aims to ex-
ploit the data collected on customers (average spend-
ing, purchasing habits, use of services, etc.) to im-
prove business relations by focusing on customer loy-
alty. Continuous improvement is the basis of CVM
marketing philosophy, involving not only model de-
velopment but also marketing campaign processes.
This paper is directed to churn prevention by com-
bining both Individual and Viral churn model to
identify the conditioned probability that a customer
will make churn influenced by a linked customer
(who has already made churn). Our study consists
of customer profiling, target segmentation and re-
sults analysis of a real ICT company by using DT
models and personalized marketing campaign.

The purpose of the paper is to maximize the ef-
fectiveness (number of service activations) and effi-
ciency (process completion time and minimization of
human errors) of the marketing actions. The readi-
ness of marketing campaigns improves as process ef-
ficiency increases, leading to competitive advantage
in terms of responsiveness to market variability.

In conclusion, the Viral effect does not only de-
pend on the type of link but also on the number
of active links: the more people close to a customer
change operators, the more likely she/he will churn.
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