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Abstract

The paper analyses the consequences of structural change in the presence
of non-stationary stochastic processes I(1) or I(2). The structural change may
concern the deterministic structure (in particular, the trend and the constant
term) as well as the process generating the stochastic part. The focus of the
paper is on the case of a discrete change in a regime for which the moment
of switch is known. A change in the deterministic part does not alter the
character of the cointegration relationships but its consequences for cotrending
and cobreaking are interesting. The consequences of a change in the stochastic
part are more complex, because then the stochastic process as well as the
deterministic structure of the VECM are modified. The restrictions are analysed
for both cases.
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1 Introduction

Most economic variables are generated by integrated stochastic processes, meaning
that only the first or even second increments are stationary. Among the wealth
of studies on classical integration and cointegration analysis, relatively few deal
with the cointegrating regression case of a quasi-switch character, and so when
the parameters of long-run relationships are changed. Changes in the long-run
equilibrium (cointegration) relationship may occur at random or have a structural
character (partly planned by economic entities or macroeconomic decision makers).
Accordingly, the analysis must take account of whether the stochastic process
generating variable (stochastic part of the data generating process, DGP) changes,
or whether the stochastic process is invariant, while the deterministic structure of
the model describing the economic phenomenon is subject to modification. In both
cases the vector error correction model (VECM) and the relevant parameters need
to be appropriately modified. At the simplest case, the constant terms inside and/or
outside the cointegrating space, as well as the trend parameters (of various orders) are
modified. The problem become much more complicated when modifications should
be performed in the stochastic part of the DGP rather than in its deterministic part.
According to the widely accepted assumptions, changes in the systematic part do not
require modifying the stochastic process. On the other hand, changes in the stochastic
part of DGP are transferred to the deterministic part of the model. The work presents
appropriate transformations to describe the mechanisms of this transfer. The focus
of the research is on the presence of a change alone, assuming implicitly that the
moment of its occurrence (switching) is known and identical across system processes,
and for both potential types of change (in the constant term and in the slope of the
linear trend). In our work, we limit ourselves to considering the case of cointegrated
VAR models, hence we exclude extreme cases of jointly stationary systems modelling
and the short-run VAR model for non-cointegrated processes.

The structure of the paper is as follows. Second section discusses general assumption
made in this article. Its third part presents a VECM model for a structural change
in its deterministic part (consisting of a linear trend and an intercept). The model
is analysed in both I(1) and I(2) domains. Changes occurring in the constant term,
the linear trend and in both these components simultaneously are considered. The
fourth part analyses the consequences of a change in the stochastic part. In the last
part, summaries, comparisons and conclusions are provided.
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2 A Vector Error Correction Model with
deterministic terms — general assumptions

Let us assume that the data generating process of the observed variables vector vy
contains a stochastic and a deterministic component (see Liitkepohl 2005, p. 256):

vy =y + Hdg, (1)

where:

T
yr = [ Yit ... YMt ] —a vector of M unobserved variables generated by processes
integrated of order one or two, which are subject to the VAR process with zero mean
(the deterministic component takes over the effect of non-zero expected value),

d; = [ dyy ... dg ]T — Z x 1 vector of Z deterministic variables,

H = [ h; © ... ' hy } — M x Z matrix of parameters on the deterministic
variables,

he=[hy ... ‘], 2=1,..2

The decomposition of observable variables v; into non-zero deterministic components
and unobservable stochastic components generated by nonstationary processes (in
terms of second moments) with zero expected values indicates that the mean for
the whole v; is independent of the stochastic component parameters’ distribution
and is contained in the deterministic component. The parameters associated with
deterministic components can be calculated without the knowledge of how the
stochastic component parameters are distributed.

The appropriate VECM assuming is as follows:

S—1
Avy = My, |+ Z Ay, + HAdy + & = TI(vy—1 — Hd;—1) + (2)

s=1

S—1 S—1
+Y TuAvi, — ) T\HAd,, + HAd, + &,
s=1

s=1

where:

Yi—s — M - dimensional column vector of unobserved stochastic variables (in period
t — s), the values of y; for ¢ < 0 are assumed to be non-random and predetermined;

vy — M - dimensional column vector of observed variables in the model;

& = [ St o St }T — the vector of disturbances, each of which meets the classic
Gauss-Markov assumptions.

Assuming that the cointegration rank (the number of linearly independent long-run
dependencies) equals R < M, the long-run equilibrium (cointegrating) matrix IT can
be decomposed into (Johansen 1988):

1= AB”, (3)
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where:

A - M x R adjustment matrix,

B — M x R matrix of baseline cointegrating vectors.

It is notable that both matrices have a full column rank.

The assumption that the data generating process is the sum of the deterministic
and stochastic components implies that deterministic trends in the levels of variables
do not affect the cointegration rank R in the stochastic part. Accordingly, most
cointegration analyses are robust to the selection of the deterministic structure of
the VECM (for issues such as the dimension of cointegration space identification, the
selection of the optimal testing strategy, modelling and the cointegration rank test
critical values modification, see Pesaran, Shin and Smith 2000).

Because of , the following also holds true:

Avt = AYt + HAdt (43.)
A?v, = A2y, + HA?d, (4b)

The representation of common stochastic trends assuming has the additional term
related to the deterministic part of data generating process.

Let us firstly consider the case of I(1) processes. The system is then proven to have
a solution in the form of the common baseline stochastic trends I(1) representation
(there is the multivariate version of Beveridge and Nelson 1981 decomposition). The
stochastic process v; can be decomposed into a non-stationary part I(1), a stationary
part I(0) (Johansen 1995a) and additional deterministic term:

t

vi=CY &+ C*(L)& +Hd, + A", (5)
i=1

where:

A™NT depends on the initial conditions,

C ZE:I & =B (ATEB) ) AT ZE:I &; contains long-acting shocks and their

contribution to I(1) processes,

B, A, — Mx(M-R) full column rank matrices such as: BIB; =0 (r(B B, ) = M)

and

ATA, =0 (r(AAL)=M),

S—1
v—-T-- (oI, -1),
C*(L)¢ = Z?io C7&i—j — covariance stationary process,
Cj — parameters’ matrices measuring the declining effect of random shocks.

The rank of C is M — R, so that system has M — R linearly independent common
stochastic trends I(1).

The analysis becomes much more complex in the case of processes integrated of order
two (see Johansen 1995b, Paruolo 1996, Haldrup 1999). For ease of interpretation,
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let us replace original model by its isomorphic transformation:

A*’v, = AB”v,_, — AB"Hd,_, +TAv,_; —TAHd,_; + (6)
S—2 S—2
+D WA, - ) WHAM, + HA, + &,
s=1 s=1

where:

S—1
w,=- > T, (7)

Jj=s+1

The matrix ¥, is a M x M mean lag matrix (Juselius 2006). The presence of variables
generated by 1(2) processes in the model hinders interpretation of the cointegration
space defined by the vectors forming matrix B. The cointegration space consists of
direct equilibrium relationships CI(2,2), which occur in the medium and long run, and
of cointegrating relationships CI(2,1), which only occur in the long-run. Both types of
relationships typically occur between stock categories. Cointegration CI(2,1) means
that the equilibrium achievement between the first increments of system variables
(they are flows) is relatively fast, but the levels (stocks) reach an equilibrium in a
much longer perspective. In order to properly interpret these relationships, formulas
enabling the projection of the general cointegration space onto subspaces CI(2,1) and
CI(2,2) are necessary. Analogous projections should apply to the relevant adjustment
matrix.

Because in the 1(2) domain (AT B ) matrix is not invertible (has a reduced rank),
solution should be replaced by:

t t J
vi=C1) &+Co> > &+C(L)& +Hd, + A™ (8)

i=1 j=11i=1

where C, is a matrix of parameters associated with the impact of autonomous
stochastic trends 1(2) Y7, >°7_ &,

ANT depends on the initial conditions.

Matrix Cy can be decomposed into:

-1

S—2
C; =By, (Agj_ (‘I’B (BTB)i1 (ATA)71 AT - Z ‘I’S> B2L> A2TJ— 9)

s=1

whereas matrices AQTJ_ (which can be interpreted as the matrix defining independent
common stochastic trends 1(2)) and Bo are M x P»-dimensional, where P, is the
number of common baseline stochastic trends 1(2). It is assumed that Pi+P, = M—R,
where P; is the number of common baseline stochastic trends I(1) in the I(2) domain.
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The projection of the cointegrating matrix and the matrix of weights (adjustment
matrix) onto CI(2,2) and CI(2,1) spaces is enabled by the following formulas:

B, = BAT, (10)
By = BAT, (11)
A, = AA OB, BI K(K'K)™! = AA" ¥B,,B]|K, (12)
Ay =AA" 9B, Bl K, (KTK,)"' =AA ¥B, Bl \K,, (13)

where

B; - M x R;-dimensional matrix of CI(2,1) cointegrating directions,

By - M x Rg-dimensional matrix of CI(2,2) cointegrating directions, Ry + R; = R,
A; - M x R;-dimensional adjustment matrix to the CI(2,1) cointegrating
relationships,

A — M x Rp-dimensional adjustment matrix to the CI(2,2) cointegrating relationships
and

Aixr = AATA),

Kuxp) = KEK'K)™,

K(vxp,) = Bai AAT,

AT = (ATA)'AT®B,, (B] B,y )71,

AT — R x M — R — P;-dimensional matrix,

Ay =A B, (18)
Ay — M X Py-dimensional matrix defining I(2) stochastic shocks,
Byl (mxpy) =BLN,. (19)

It should be stressed that I(2) processes should be additionally decomposed (the rank
of ATWB is reduced):
AT®¥B, = ENT, (20)

where B, N are (M — R) x P; - dimensional matrices, P, < M — R:

ATA, =E, (21)
A, — M x P; - dimensional matrix defining I(1) stochastic shocks,

BTB,, =N, (22)

B, — M x P; - dimensional matrix.

It can be proved (Majsterek 2008) that the system is in equilibrium when R; =
M—-R—-P =P

As a consequence of formulas —, projection onto the space of common
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stochastic I(1) trends, which are interpreted in the I(2) domain as stochastic cyclical
(Juselius 2006), is obtained through (Paruolo 2000):

— —1

AE=A (ATA)) E=A,, (23)

— -1
B,N=B, (B/B,) N=B,. (24)

3 A Vector Error Correction Model with the
structural break in the deterministic component

The inclusion of the constant term and the deterministic trend in vector d; of model
leads to five different forms of the VECM, resulting from the restrictions imposed
on the parameters related to deterministic variables (see Juselius 2006, pp. 99-100).
Binary variables lying inside and/or outside the cointegrating space will be differently
interpreted depending on whether their presence results from structural changes or
outliers. Therefore three different vector error correction models with deterministic
terms, which are present in DGP due to structural breaks are derived.

Firstly, let us consider a case of level break only where only the intercept changes.
The deterministic component is represented by a constant term (the deterministic
trend is absent). Analogously to (5), the solution of the model for v; is then in I(1)
domain as follows:

t
vi = yi+h +hyy, + AN =C vaz +C*(L)¢ +Hd, + A™ = (25)

i=1

t
C> &+ C (L)% +hy + hguy + A™,
i=1

0 fort <ty
where u; = ,
1 fort >ty

A™T depends on the initial conditions.

The above case should be interpreted as a discrete change in the expected value of
data generation process.

Variable u; is defined assuming that there is only one structural change in the known
period ty. The assumption can be generalized to allow for multiple structural changes
(increasing the number of variables u., in vector d; where u.; is a binary variable
connected with c-th structural change).

The vector of parameters h; associated with the constant term is responsible for non-
zero expected value of the generating process v;. In practice, the considered model
can be applied to the economic categories which are not trend-stationary, cointegrated
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and the structural break can be described as a discrete impulse change in the mean

of all economic categories included in the system. Therefore H = [h; : hy]

(due to the lack of deterministic trend hy = 0), d; = [ 1wy ]T in the deterministic
component of DGP and the respective VECM is given by (see formulas and ):

S—1
Avt = Hyt_l + Z I‘sAyt—s + HAdt + St = (26)
s=1
S—1
= ABTv,_, — ABTh, - ABThsu;_; + Z . Ay,_, +HAd, + &
s=1

because ABTVt_l = ABT(yt_l + Hdt) = ABT(yt_l + h1 + hgut_l).
Since model still contains unobservable variables, it needs to be transformed as
follows (for an alternative approach see Gosinska 2015):

5—1
Av, = ABTv,_;— ABTh, — ABTh3ut_1+Z Ay, .+ HAd+ & = (27)
s=1
5-1 5-1
= AB"vii g tegsua]+ Y TAvi  + > fAu . +&
s=1 s=0
fort=5+1,5+2,..., where
hs for s=0
— _BTh =-—BTh;, f= .
&1 Lo 8 R {—I‘Shg fors=1,2,...,5—-1

Depending on whether the structural change took place in the latest period or has
already been fixed, its short-run impact on the variables used in the model will
be measured by hs or —I';hs respectively. When the process generating variables
contained in Avy is stationary (I(2) stochastic trends are excluded), then —T'; describe
deceleration of the impact of a structural change (the effect of novelty decreases).

In the system of equations g = —BTh; (i = 1,3), the classical (invariant)
cointegrating matrix may be treated as a restriction matrix. All these restrictions
are the consequences of the nature of the considered processes. The condition
g, = —BTh; prevents the constant term in the model from generating a linear trend
(cotrending occurs). This is even better seen from the equivalent representation:

5—1 S—1
Avi=AB v +gsua]+ Y TAvi o+ + ) f5Au, +&, (28)
s=1 s=0
where f; = Ag, = —~AB”h,.
M. Majsterek and E. Gosinska 324
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The constant term in equation is not unlimited even if it is removed from the
cointegration space (which is the goal of transition from to ) This means
that the intercept contained in the first increments will not generate a deterministic
trend in the levels.

Restriction gz = —BThs can be interpreted as cobreaking of processes levels which,
by analogy to cointegration, means that a structural change immediately affects all
variables in the system. Changes in the expected value of the DGP must relate to
levels, not first increments, which is a logical consequence of data generation process
and the previous assumption g = —B7h;. If the intercept changes for reasons
that could not be predicted (e.g. cataclysms), then cobreaking is a special case of
coincidence without economic interpretation in any longer perspective.

For hs = 0, model simplifies to a standard VECM with a deterministic component
containing only a constant term (v; =y + hy):

S—1
Avt = AB*TV:_l + Z I‘SAVt—S + £t7 (29)
s=1
where vi_; = [ "tl‘l } B*T =[ BT g |, g =-BTh;.

In the analysis with I(2) processes, all the above considerations remain valid
because changes concern the deterministic part and not the stochastic part. For
the interpretation purposes (see Majsterek 2008), it is more convenient to use

representation @ assuming that d; = [ 1 ]T'
szt = A [BTVt_l + g1 + ggut_l] + I‘Aut_l — I‘thut_l + (30)
S—2 5-2
+ WA+ Y E5TOAN, g,
s=1 s=0
s h f =0
where f3’1(2) ={ ors

—W.hy fors=1,2,..,8 -2

Because according to formula a structural change only takes place in the
deterministic part, the I(2) projections defined by formulas 7 will not apply
in further analysis to the components of f5. In the case of long-term dependencies,
the presence of deterministic variables and deterministic structural changes has no
effect on the Johansen estimation procedure. Both in the simple I(1) case and in the
two-stage approach applying in I(2) case all projection patterns remain robust to the
deterministic structure of the model.

The interpretation of restriction g = —B”h; for the I(2) domain is slightly different
because of the accelerants on the left-hand side of model . In this case it becomes
necessary to rule out the trend in increments formation but not necessarily in levels.
Let us also note that —W h3 in the formulas for vector f; 1?) Qoes not necessarily
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implies the deceleration mechanism, because it only ensures the weakening of the
novelty effect on the second increments. The effect of structural changes on the first
increments is approximated by the matrix T’ = Zf;ll T'; — I, which means that this
effect is cumulative and does not end as in the case of I(1) processes. This result
seems to be fully acceptable from the interpretative perspective.

In the second case let us assume that the deterministic component contains the
constant term, the change of this intercept and the trend. Then d; = [ 1 t w }T
and the DGP is written as follows:

Vi =Yyt + h1 + hgt + hgut. (31)

The above structural change still should be interpreted as a discrete change in the
expected value of the DGP. The following VECM is being considered (an alternative
derivation of this VECM representation is given by Gosiniska 2015):

S—1

Av, = My, ;+» T.Ay, +HAd; +& = (32)
s=1
= AB”v,_, —AB"h; — AB"hy(t — 1) - AB"hgu;_; +
S—1
+) T.Ay,, +HAd, +&.
s=1

After transformations, we obtain a VECM with a constant term, a trend and a change
of intercept only for observable variables (see Saikkonen and Liitkepohl 2000):

S—1
Av, = AB'vig+gi+gt—1)+gu]+Y TAvi+  (33)
s=1
S—1
HRAL+ Y f5 A + &,
s=0

fort = S+1,5+2, ..., where used symbols were explained before (cf. , additionally:
S5-1
go = —BThQ, fQ = h2 — Z ]__‘shg = ‘Ifhg
s=1

Due to the linearity of a trend: foAt = f5. Model is observationally equivalent
to:

S—1
AVt = A [BTVt_l + gg(t — 1) + ggut_l] + Z I‘SAVt_S + (34)
s=1
5-1
+15 + Z £3Au; s + &,
s=0
M. Majsterek and E. Gosinska 326

CEJEME 12: 317-345 (2020)



Structural Change in the Deterministic ...

where

S—1
fQ* = f2 + Agl = fQ — ABTh1 = h2 — Z rshg + Agl = ‘I’hg + Agl

s=1

In the short-term part, in relation to the previously considered case without
deterministic trends inherent in data generating processes two additional component
are included: firstly, vector hy which is multiplied by one (measure of growth
in intercept) and secondly 725;11 I';hy, which is an additional vector of

725;11 T'sHAd; s matrix after extension Ad; = [ 0 1 Auy ]T. The latter

plays the same role as Zf;ol ffAu,_s and can be treated as the measure of the
decelerator of additional short-term benefits from structural changes, since constant
growth originates from the higher base.

Because of the restriction gy = —B”h; in the model without the deterministic trend,
the constant term in the model does not generate a linear trend in the cointegrating
space, thus it is a blockade ensuring the fulfilment of this assumption. The restriction
is also fulfilled in model , but the intercept in increments generates a trend in
levels. It is apparent contradiction. However, subsequent transformations of
leading to allow the constant term to be removed from the cointegrating space.
As a result, the constant term in increments is related to the linear trend in the levels.
In the models without a deterministic trend, the constant term is the only source of
non-random factors, whereas in model , an additional linear trend appears in the
variables.

The restriction go = —BThy prevents the linear trend included in the cointegration
regression from generating a quadratic trend in the data. It is therefore a cotrending,
but understood differently than in the case of a less expanded deterministic part. In
model there is a parameter vector (that goes beyond the cointegrating space)
fo = hy — Zss;ll I';hy = Phy = —Thy measuring the influence of the intercept (not
the time variable) on the formation of first increments. From fo = hy — Zf;ll I'.hy =
= Why = —T'hy, the constant term in model can generate a linear trend, but only
in the levels not in first differences. A closer analysis shows that in the case under
consideration restriction g; = —BTh; was dominated by condition go = —B7Th,.
Therefore, g, = —BTh; still prevents a constant term from generating a linear trend
in the cointegration space but it does not preclude the presence of such a trend in the
model in general due to the occurrence of this trend in the DGP. At the same time,
the dominant restriction go = —B”h, excludes nonlinear trends from the system.
Restriction g3 = —BThjs ensures the meeting of a similar condition for changes in
the expected value of the intercept, with its interpretation in terms of cobreaking
remaining the same.

In model , the constant term being the sum of two components of f5 = Ag, +f5
is taken out of the cointegrating space.

If hy = 0, the model simplifies to the traditional VECM with a deterministic
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component containing a constant term and a trend (v; = y; + h; 4+ hot):

S—1
Avt — AB*TV:_l + Z ]-‘sAvt—s + f; + Stv (35)
s=1

where

Vi
Vi = [ tt—i ] , BT =[ B” g |,g =-B"hy, f; = Ag; + ¥hy, = Ag, +f.
In the I(2) domain, formula remains valid, transformations from previous case
are still correct. A more convenient (economically) interpretation can be obtained by
using the following I(2) representation:

A2Vt = A [BTVt,1 + g1 + gz(t — ].) + ggut,l] + I‘Avt,1 — th + (36)
S—2 S—2
~ThsAurey + Y A+ BA%+ Y £ DA%, 1
s=1 s=0

fort=5+1,5+2,..., where
g1 =-B"h;, gy=-B'hy, g3=-B'h;,

12 _ hs fors =10
3 —W,hy fors=1,2,..,8—-2"

Due to no acceleration of the linear trend f5 A%t = £,0 = 0. Therefore model can
be simplified to

Alv, = A [BTvt,l +g1+gt—1)+ g3ut,1] +TAv,_;1 —Thy+ (37)
S—2 52
~ThyAue g + Y O A+ Y £5TO A, 1€
s=1 s=0

In a more general third case, the structural break changes the constant
term and the parameter associated with the trend at the same time; then

di=[1 t Auy Auy ]T and the data generating process is (Gosifiska 2009):

Vi =Y¢ + h1 + hzt —+ hgult + h4U2t, (38)
where
0 fort<t 0 fort <t
TE— ort <to and w9 = OT ¥ < %o , (39)
1 fOI‘tZto t—(to—l) fOI‘tZtO
Uit = AUQt. (40)
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The above case should be interpreted as a discrete change in the expected value of
DGP and in the development tendency inherent in the processes (it still remains
linear). Let us note that has one more significant assumption that is accepted
implicitly. It is assumed that, the change in the expected value of DGP and the change
in the deterministic trend take place in the same period, which may not always be
true. The following VECM should be considered (alternative derivation of the VECM
representation for this case is given by Gosiniska 2015):

S—1
Av, = Oy, ;+» DAy, +HAd, +& = (41)
s=1
= AB”'v,_; —AB"h; - AB"hy(t — 1) + AB"hzuy ;1 +
S—1
~AB hyus 4+ Z I'sAy:_s + HAd; + &;.
s=1

Appropriate transformations of formula leads to the VECM representation with
a constant term, a trend, a change in the intercept and a structural change in the
trend (containing only the observable variables v):

Avy = A[BTvi_1+gi+go(t—1)+gsui1 +gauzy—1] + (42)
S—1 S—1
+Y ToAvig+ B+ ) f5Aur, g+ Phyur, +
s=1 s=0
S—2
+Y AU+ &
s=0

fort=5+1,5+2,..., where

gr = -B"h;, gy=-B"hy, g3=-B"h;, gi=-B"hy,
S—1
f2 = hQ_ZFsh2:‘Ilh27
s=1
S—1
h fi =0
g5 o= 00 e , fi= Y T
—I'shy fors=1,2,...5-1 i
In relation to the aforementioned case of model with deterministic and
stable development tendency, additional components appeared. The term
(Zf;gfjAul,t,s) is an analogue of Zf;ol £5Auq . Consequently,

(Zf;g fjAuLt_s) is an additional vector of 7233;11 I'.HAd;_,, where
Ad; = [ 0 1 Auyp Augy ]T. In the I(1) domain, this term can be interpreted
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in deceleration categories — decreasing differential rent due to faster growth after
structural change. The term Whyu, ; = fiu;; can be interpreted as the correction of
the fy slope after a structural break.

It should be noted that gz = —BTh, means that changes in the slope of the linear
trend relate to levels, not first increments. It is a logical consequence of the nature of
data generation process and the earlier assumption that go = —B”h,, which shows
that the nonlinear trend does not exist outside the cointegration space.

Model is observationally equivalent to (a slightly different parameterization has
been proposed by Trenkler, Saikkonen, Liitkepohl 2008):

Avy; = A [BTVt_l +go(t—1)+ g4u2,t—1] + (43)
S—1 S—1
+ Z I‘SAths + f2* + Z fés Aul,tfs + fzul,t + ét
s=1 s=0

fort=S5+1,5+2,..., where

g1 = —B'h;, g =-B"hy;, g3=-B"hs, gs=-B'hy,
f; = Why+Ag,, fj=Th,+Ag;,

f§ — Agy +1ff fors=0
£5 = {f5+1£5 for s =1,2,...,58 — 2

f3 fors=85-1

hs — Agy + Y7 Tjhy for s =0
= —Fsh3+25;51+1 th4 fors=1,2,...,.85—-2.
—TI's_1hg fors=95-1

Under hy = 0 and hy = 0, model simplifies to the traditional VECM with a
deterministic component containing a constant term and a trend (v, = y; +h; +hst).
In the I(2) domain, it is more convenient to consider the following representation
(resulting from (6))):

A’vy = A[B"vii+g+g(t—1)+gsui—1+8auz—1] + (44)
—|—FAVt_1 - I‘hg - I‘thul)t_l - I‘h4AU27t_1 +

S—2 S—2 S—2
+ Z ‘I’SAQVFS + Z f5’1(2)A2u1,t75 + Z fZ’I(Q)Azuz,tfs 1
s=1 s=0 s=0
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fort=5+1,5+2,..., where

g1 = _BTh17 82 = _BTh27 83 = _BTh37 84 = _BTh47
fSJ(Q) _ h3 for s =0
3 —W.h; fors=1,2,..,5-2’
fs7](2) _ hy for s =0
4 —W.hy fors=1,2,..,.5 -2

because the slope of the linear trend is constant in the stability period.
Let us recall that Augs = ui¢ and, consequently, A2us; = Auiy, which implies that

5-2 S—2
(I -> w) hyAuy, = OhyAuy; = WhyAuy, = (1 -y w) hyA%usy .
s=1 s=1

Table [I] presents the comparison of the base model forms and the interpretation of
basic matrices and restrictions imposed on them for VECM with a structural change
as the complexity of its deterministic component gets complicated.

The key role in all considered models is played by conditions g, = —BTh,
(s =1,2,3,4). The idea of all such restrictions can be understood on the basis of the
concept of co-dominant components formulated by Granger, Terasvirta and Patton
(2006), which attributes a special role to the matrix which is usually identified with the
matrix of baseline cointegrating relations (the role of the cointegrating matrix and the
matrix of weights in dependencies other than cointegration is discussed more in detail
in Wréblewska 2015). It has been proved by Granger et alia (2006) that cointegration
is only the case of mutual annihilation of dominant factors in a properly defined
space (a system of variables). The stochastic trends can be recognized as one of these
factors. However, co-cyclical (not considered in this paper), cotrending discussed
above (g = —BTh,, s = 1,2) or cobreaking, which are implied by restrictions
gs; = —BTh, (s = 3,4) can be treated as the co-dominant factors. There is some
analogy between cotrending and cointegration. In the cointegration analysis involving
the I(1) domain, the stochastic process I(1) is interpreted in terms of a stochastic
trend and the 1(0) shocks are transitory. In the I(2) domain, the I(1) shock ceases
to be the dominant component, as this role is taken over by the I(2) trend which
generates a stochastic trend and the shock I(1) is only a stochastic cyclical. In the
I(3) domain, which is quite hypothetical from the economic point of view (Majsterek
2008) stochastic trends are I(3) shocks, while I(2) and I(1) shocks are stochastic
cycles with respectively longer and shorter fluctuations. The cotrending restriction
cannot be reduced in the VECM to go = —BThs,, because the interpretation of all
such restrictions changes with the complexity of the deterministic structure in the
VECM. In particular, the simplest type of cotrending can be identified even when the
time variable is absent from the DGP. The constant term can then be treated as a
deterministic trend of zero order. However, the restriction g = —B7h; still plays an
annihilation role.
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In turn, generalizing the discussion of cotrending for the case of polynomial trends
of higher order (such as a quadratic trend), the restriction go = —B”hy is neither a
necessary condition nor, more importantly, a sufficient one for cotrending to occur,
because such a role is played by g5 = —B”hs (provided that the deterministic
component consists of a constant term, a linear trend, a change of intercept,

change of a linear trend and a quadratic trend, i.e. H = [h; : hy “hy i hy: h;],
d, = [ 1t wie wge t2 ]) An interesting issue is that the interpretation of
some aspects of cotrending changes depending on the complexity of the deterministic
structure of the model. In the simplest case, g1 = —B7Th; prevents the constant
term from generating a linear trend (cotrending of order zero). In the case of a linear
trend, go = —BThy (cotrending of order one) prevents the linear trend included
in cointegration regression from generating a quadratic trend in the data. The
simultaneous fulfilment of g = —BThy (it becomes a dominated restriction) indicates
the absence of any additional sources of the linear trend. Conditions g5 = —B7hs and
g4 = —BTh, that result directly from g; = —BTh; and go = —BThy, respectively,
should be interpreted in the same way, taking account that instead of cotrending the
cobreaking occurs. Also in this case, it can be seen that condition gz = —B”hjs
(interpreted in terms of cobreaking when only the intercept is changed) is not a
dominant restriction when the change also takes place in the deterministic trend
inherent in the system. Condition g3 = —B7hs means that the change in the
constant term does not affect the deterministic trend (cobreaking of order zero). If this
restriction is dominated by g4 = —BThy (cobreaking of order one), the change in the
constant term does not directly affect the deterministic trend, but at the same time
the linear tendency changes (it does not generate nor change the nonlinear trends,
because of the absence of non-linear trends not only in the cointegrating space, but
also in the data).

4 Vector FError Correction Model with the
structural change in stochastic component

Let us assume that a change only takes place in the stochastic part of the DGP.
Additionally, a structural change occurs only in one period ty. If the deterministic
part consists of the constant term and the trend, then the data generating process is
given by v; = y; + hy + hot, where y; has a VAR representation with time varying

parameters:
S S

Yt = (1 - ut) Z Hs,lyt—s + uy Z Hs,2yt—s + £t7 (45)

s=1 s=1
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where u; is defined as:

0 fort< to
Ut = .
1 fort >ty
Given that:
S—1
Av, = (1 —w) [H1Yt1+ Z s 1Aye—s| +
s=1
S—1
+ug [Tlayi—1 + Z Lo oAy—s| + (1 — w)HAd; + v, HAd, + &, (46)
s=1

VECM for observable variables is as follows:

S—1 S—1
Av, = (1—w) [Hlvt_1 *HlHdt—l‘i’z I 1Avi_s— Z I, HAd;_ 5| +
s=1 s=1
S—1 S-1
+uy (Ilovi_y — I Hd; 1 + Z Ly oAv,_g — Z Fs,2HAdt—s‘| +
s=1 s=1

because IL;y; 1 = II;v;_1 — II;Hd; 1, i = 1,2 and Ay;_s = Avy_, — HAd; ;.
For each regime it can be transformed in the same way as in the cases of changes in
the deterministic part (cf. [27):

S—1
Ave = (1—uwy) {AlBlTvt_l —ABh; — A BThy(t—1)+ > I‘s71Avt_s} +

s=1

S—1
+Ut {AQBth_l - AQthl - AQthQ(t - 1) + Z FS,QAVt—s} +

s=1
S—1 S—1
—U¢ Z F572HAdt_s — (1 — ut) Z Fs)lHAdt_s +
s=1 s=1

+(]. — 'LLt)HAdt + utHAdt + €t
(1—w)A1 [Bivici +g11+821(t—1)] + wAs[BIvi1 +g12+

5-1 S—1
+g2,2(t - 1)] + (1 - ut) Z ]-‘s,lAVt—s + Ut Z FS,QAVt—s +
s=1 s=1
F(1 = ug)fo 1+ uifo o + & (48)
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fort=5+1,5+2,..., where

81,1 -BTh;, gio=-Blh;, g1 =-Blhy, go>=-Blh,,
fo00 = ¥uhy, fHro =¥y hy,

S—1 S—1
‘Il(l) = _F(l) = — <Z Fs,l — I) s \I’(z) = _F(Q) = — (Z Fs,2 — I>
s=1 s=1

which is equivalent to (an alternative representation has been proposed in Gosinska
2015):

Av, = (1—u)A; [Bfvioi +go1(t —1)] +wAs [Bviq +goa(t —1)] + (49)
S-1 5-1
(1 — uy) Z T 1AV s+ uy Z Lo oAvi o+ (1 —u)fs ;) +ufy o + &,
s=1 s=1

where fik,z = A1g1$1 + fg’h f2*72 = Aggl’g + f2’2.

The key role of the matrix ¥ is visible (this is the same matrix which in I(2) domain
becomes interpretation in terms medium-run CI(1,1) cointegration matrix). The
matrix ¥ describes the transmission of structural changes. A structural change in the
stochastic part of the data generating process is also transferred into changes in the
parameters associated with the deterministic variables, which makes this case clearly
different from that considered previously. A change in the cointegration mechanism
implies a change in the cotrending mechanism. Obviously, the cobreaking mechanisms
should not be considered if a change only affects the stochastic processes.

In the presence of the stochastic process 1(2), VECM can be written as:

S—2
A’v; = (1-w) |ABly, 1 +T()Ayi1 + > WAy, | + (50)
s=1
S—2
+up |AsBLy 1 + T o)Ayt + Z U, oA%, | + HAd, + &
s=1

where, again, v; = y;+hj +hot (so A%v; = A%y, +A%h; + A%hy = A2y, and HA?d,
can be omitted).
The representation can be transformed in the same way as in the cases involving
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changes in the deterministic part:

A’vy = (1—u)A; [Bivici +gia+ga(t—1)] + (51)
+urAs [BIviiq + 812+ 8o2(t — 1)) +
+ut1—‘(2)(AVt,1 — Ah; — th(t — 1)) +
+(1 = u)Tqy(Aviy — Ahy —hoA(t — 1)) +

S—2 S—2
+(1—w) Z ‘I’s,1A2Vt—s + ug Z ‘I’s,2A2Vt—s +
s=1 s=1

(1= un) s DA+ ufy S AL + €,

for t = S+ 1,5+ 2,..., where g11 = —BTh;, g1 = —Blh;, go1 = —BTh,,
822 = *th}

Due to the linearity of a trend, f217(12)A752 = f217(22)At2 =0and Ah; =h; —h; =0
because of no acceleration of a linear trend.

Then simplifies to:

A’vy = (1—w)A; Bl vy +gi1+ga(t—1)]+
+urAs [BI Vi1 + 812+ 822(t — 1)] +
+Utr(2) (Avt,l - h2) + (1 — ut)I‘(l) (Avt,l — hg) +

S—2 S—2
+(1 — uy) Z ‘I’s,lAQths + ug Z ‘Ils,Qsztfs + &

s=1 s=1

The analysis of Table [2] allows some general conclusions on the DGP and makes it
possible to compare the effects of changes in the stochastic and deterministic parts
of the model. For simplicity, the table is limited to the model with a change in the
constant term and in the linear development tendency. Firstly, in contrast to the
changes considered in the second section, the assumption about the integration order
of the DGP plays a key role in the case of changes in stochastic part of DGP. This
conclusion is clear because the change in stochastic mechanisms that generate data is
crucial in the analysed case.

The second conclusion is less obvious. A change in the stochastic part of the DGP
affects both the stochastic part of all VECM and the deterministic part (structure),
which must be appropriately changed. This seemingly unexpected result is due to
the fact that v; = y; + h; + hot. It is not possible to transform VECM for Avy
in a manner that the changes in the deterministic part of this model after changing
DGP for y; are avoided. The reason for this is formula , which is the straight
consequence of the additive nature of the considered process and consequently is the
base explanation for the observed changes in the deterministic part caused by the
changes in the stochastic part.
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In the second part of this paper, formula had only a limited interpretation of
the total change of process decomposition into change caused by the stochastic and
deterministic factors. With regard to the structural change in the stochastic part,
it also reveals changes in the process generating first increments in variables. The
changes can be taken outside the cointegration space in both the I(1) the I(2) domain.
In the first case, it is due to the fact that first increments are stationary and so
they do not cointegrate, so they can be considered exogenous from the cointegration
analysis point of view. In the I(2) domain, first increments may participate in CI(1,1)
cointegration relations, but they take place in the space of medium-run relationships,
so moving them outside the space of long-run equilibrium compounds is fully justified.
It is also notable that the order of DGP integration does not significantly modify
the change in the deterministic part of the model (the differences are of slight
modification).

If additionally Lpyhy = —Aygi, (k= 1,2) then it guarantees no quadratic trend
in data, meaning that the changes in the stochastic part may not be free. The
proportions between adjustment processes with respect to cotrending mechanisms in
the long- and medium-run equilibrium cointegration subspace must be preserved if
the structural change is in the stochastic process only.

The above considerations can be generalized for a larger number of structural changes,
including changes discussed in the second section of the deterministic structure and
changes in the stochastic part of the DGP. However, it should definitely be expected
that the number of such changes (especially with reference to the system containing
I(2) processes) should not be too large. Particular cases of structural changes under
consideration in this part are not only quantitative but also qualitative changes in
the sense that the integration order of the stochastic process changes. One should
only assume that these changes are more frequent in nature, but it is very difficult
to consider such changes of a stepwise nature. A discussion of the problems in
determining the optimal moment of structural change can be found in Gosinska
(2015).

5 Summary

A very important conclusion from the study is that the integration order of stochastic
component of the data generating process does not significantly affect VECM when the
structural change only takes place in the deterministic part (the differences between
VECM are caused by the optimal VECM transformation different in the I(2) case).
This may be explained by the fact that the structural change took place only in the
deterministic part. On the other hand, the cotrending and cobreaking restrictions
should be interpreted with some caution. It is clear that there is a hierarchy of
restrictions g, = —BTh,, (n =1, ..., N), with the coexistence of several types of such
restrictions, and those for the highest n are dominant.

The structural change in the stochastic part of the data generating process is
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completely different approach. In Section [4] it has been demonstrated that this kind
of change affects not only the stochastic structure but also the deterministic part of
all relevant VECM representations.

The paper presents interconnections between the stochastic and deterministic
components of the DGP. The conclusions from the third and fourth sections seem to
suggest that the stochastic process takes precedence in relation to the deterministic
tendency (the latter must be modified because of changes in the DGP, not the reverse).
However, it would be wrong to hypothesise that the stochastic process is exogenous
because it is only independent of assumptions concerning the deterministic tendency in
DGP. The mechanism that generates this process can be influenced by other economic
processes. It is also difficult to decide which trends (stochastic or deterministic) will
dominate and whether this domination will be permanent and for how long.
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