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Several approaches are typically used to reduce tor-
sional vibrations in mechanical systems with piston-driven 
engines [14, 15]. Various types of f lexible couplings and 
dual-mass f lywheels are widely implemented [16‒17]. It has 
been demonstrated that pneumatic tuners with adjustable 
torsional stiffness can be used to achieve active tuning of 
torsional vibrations [19‒23]. Certain research ventures have 
focused on the application of nonlinear energy sink (NES) 
[24] and targeted energy transfer (TET) [25] with the goal of 
designing a device with quasi-zero torsional stiffness [26]. 
These research avenues require new approaches to solving 
analytical models. It is common practice in engineering that 
complicated systems are simplif ied – e.g. nonlinear systems 
are often linearised around an operating point. While in some 
cases linearisation is adequate as demonstrated in [27‒29], 
there are applications that require nonlinear models because 
linearisation either does not provide suff icient accuracy, or 
is not possible at all [30].

The first step in extending the linear model is the addition 
of a cubic term. Such a system, governed by the Duffing equa-
tion, has been the subject of numerous analyses [31]. Extensive 
mathematical tools have been developed to model the system, 
whether the nonlinearity is weak or strong.

In this presented work, we decided to focus on a different 
type of a nonlinear system. Systems with power-law restoring 
force have not been extensively studied, in spite of the fact 
that they may occur naturally in many engineering problems. 
The source of nonlinearity can be contact law, such as Hertzian 
potential, for which restoring force f  varies with displacement 
q as f ∝ q1.5. Further examples include systems without pre-ten-
sion or systems tuned to zero stiffness around the operating 
point. If the force-carrying medium is gas, such as in the pneu-
matic tuners [18], the restoring force is also inherently nonlinear 
with power-law dependence.

1.	 Introduction

Vibrations are a very physical phenomenon that we experience 
on a daily basis. In mechanical systems, vibrations can lead to 
failures of machines, often giving rise to a health and safety 
risk to the people nearby, as well as having an adverse effect 
on the environment [1]. The reduction of vibration levels is 
therefore a very worthwhile subject. Engineering research in 
this area is focused on reducing vibrations below the levels 
imposed by regulations, which improves interactions in the 
man-machine-environment system [2]. Although it is presently 
not possible to entirely eliminate vibrations, the aim is to reduce 
them to an acceptable level [3, 4].

A special class of mechanical systems are those in which 
the primary motion is rotary. These systems give rise to tor-
sional vibrations, which are more difficult to tackle due to other 
forms of energy resulting from rotary character. Rotary systems 
with torsional vibrations are often comprised of piston-driven 
machines. In spite of all the efforts to replace classical pis-
ton-driven combustion engines with their electrical counter-
parts, there will nevertheless remain sources of torsional har-
monic excitation [5‒8].

In mechanical drivetrains, the primary source of vibration 
is combustion engines [9]. Importantly, modern combustion 
engines are subject to new environmental regulations [10]. To 
comply with these regulations, designers often adopt approaches 
which, while having a positive effect on the reduction of emis-
sion levels [11], also adversely affect the content of harmonic 
excitation [12, 13].
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Only relatively recently have power-law systems been 
described in the literature [32], where authors introduce approx-
imate methods of solution using Jacobi elliptic functions. Our 
approach presented here is different. Our decision to describe 
the behaviour of power-law systems is partly motivated by the 
inherent simplicity. As will become evident, the free-vibration 
behaviour can be captured by two non-dimensional parameters: 
independent parameter r, which is the real-valued exponent in 
the restoring force, and dependent parameter Πω, which charac-
terises the frequency of free vibration. The relationship between 
these two parameters is established by numerical simulations. 
We do not seek to mathematically describe the waveform in 
a general case of arbitrary exponent r. Instead, it is physically 
intuitive that the waveform will be periodic in nature and our 
only aim is to determine the principal frequency of free vibra-
tion. The structure of the paper is as follows. In Section 2 we 
lay down the theoretical background by describing the system 
that is studied and deriving the non-dimensional groups of inter-
est. Section 3 briefly describes the methods that were used to 
carry out the simulations. Section 4 presents the results of the 
numerical simulations. In Section 5, these numerical results are 
compared with analytical predictions for a select few tractable 
cases. In Section 6 we discuss briefly the advantages and lim-
itations of the presented work.

2.	 Theoretical background

2.1. Equation of motion. The potential energy in power-law 
system with displacement q has the general form

	 V(q) =  1
r + 1

µ jqjr + 1,� (1)

where r 2 R+ and µ is a restoring force constant. This energy 
landscape is illustrated in Fig. 1 for various values of r.

Kinetic energy can be expressed as

	 T(q ̇ ) =  1
2

mq ̇ 2.� (2)

Using Lagrange՚s equation:

	 d
dt

Ã
∂T
∂q ̇

!
 ¡ ∂T

∂q
 + ∂V

∂q
 = 0,� (3)

it follows that the equation of motion for the system in absence 
of damping is

	 mq ̈  + µ sgn(q)jqjr = 0.� (4)

The restoring force ∂qV is plotted in Fig. 2 for corresponding 
values of exponent r. Superlinear systems r > 1 are stiffening 
and sublinear systems r < 1 are softening.

Equation (4) can be divided by mass m, and therefore, there 
remain only 2 independent system parameters: µ/m, r.

	 q ̈  +  µ
m

sgn(q)jqjr = 0.� (5)

2.2. Dimensional analysis. Dimensional analysis, formally 
introduced by Buckingham [33], is a powerful tool which can 
be used to reduce the number of variables in a problem. Buck-
ingham՚s Pi theorem states that the number of independent 
non-dimensional groups is given by

Ã
number of  

dimensionless  
groups

!
 = 

Ã
number of 
variables

!
 ¡ 

Ã
number of 

fundamental 
dimensions

!
.

Fig. 1. Potential energy landscape for various exponents r Fig. 2. Restoring force corresponding to exponents r from Fig. 1
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The problem of free undamped vibration in power-law sys-
tems can be captured by the equation of motion (EOM) [5]. The 
system is started with initial conditions q0, q ̇ 0. The goal is to 
find the frequency of subsequent free vibration ωn.

At first sight, the relevant variables in the problem are 
µ/m, r, q0, q ̇ 0, ωn. There are two fundamental dimensions 
remaining: length L and time T. Note that the first reduction 
of the number of variables and number of dimensions was 
achieved when Eq. (4) was divided by mass m, thereby elimi-
nating one variable and dimension of mass M. Thus, according 
to the Pi theorem, we should be able to form 5 ¡ 2 = 3 non-di-
mensional groups.

However, physical insight can lead to a better starting posi-
tion. As presented in [34] for pure cubic system, rather than 
considering initial displacement q0 and initial velocity q ̇ 0 inde-
pendently, they can be combined since the total energy in the 
system is important. Therefore, initial kinetic energy due to q ̇ 0 
can be converted into additional potential energy, yielding the 
effective initial displacement q0, eff using the principle of energy 
conservation:

	 1
2

mq ̇ 0
2 +  1

r + 1
µ jq0jr + 1 =  1

r + 1
µ jq0, eff jr + 1.� (6)

Therefore, both initial displacement and velocity represent 
the same physical quantity and for simplicity, we shall restrict 
ourselves to initial conditions given by

q(t = 0) = q0  6= 0,  q ̇ (t = 0) = q ̇ 0 = 0.

Using this reasoning in dimensional analysis, the relevant 
variables are µ/m, r, q0, ωn, with two dimensions (L, T):

Frequency of free vibration in power-law systems

the same physical quantity and for simplicity, we shall restrict
ourselves to initial conditions given by

q(t = 0) = q0 �= 0, q̇(t = 0) = q̇0 = 0

Using this reasoning in dimensional analysis, the relevant
variables are µ/m,r,q0,ωn, with two dimensions (L,T ):

µ
m

∼ L1−rT−2

q0 ∼ L

ωn ∼ T−1

r ∼−

−→
Πω = ωnq

1−r
2

0

√
m
µ

∼−

r ∼−

Using algebraic manipulation to cancel exponents, two non-
dimensional groups are obtained. According to the Pi theorem,
one of the dimensionless groups is taken as dependent, and the
rest are independent. The dependent group is Πω and the inde-
pendent one is non-dimensional parameter r. Therefore, pro-
vided we included all parameters which govern the problem,
the following functional dependence has to exist [33] and is
sought:

Πω = Πω (r) (7)

Another way to see the outcome of dimensional analysis is
when we convert ωn to timescale τ . Then non-dimensional
group Πω indicates that at a given r, Πω is constant, and thus
the timescale of vibration τ is proportional to

τ ∝ q
1−r

2
0

√
m
µ

(8)

As a check, the well-known formula for natural frequency
of the linear system (r = 1) is given by ωn =

√
k/m. Thus

if stiffness k is replaced by µ , the period of vibration is τ =
2π

√
m/µ , which indeed satisfies equation (8).

More importantly, it turns out that the linear system is the
only case for which the frequency of free vibration ωn is in-
dependent of initial conditions and only a function of system
parameters. For superlinear systems, r > 1, the exponent
(1 − r)/2 is negative, therefore, the period of vibration de-
creases with increasing initial displacement q0. Such systems
are also called stiffening. Conversely, for sublinear systems,
r < 1, the exponent is positive, resulting in softening behaviour,
whereby the period of vibration extends with increasing initial
displacement q0.

Some useful insight has already been obtained from dimen-
sional analysis alone. The goal of simulations is to establish
the functional dependence from equation (7).

3. Methods
The system was simulated with initial conditions q0 �= 0, q̇0 =
0 – i.e. started from rest with non-zero initial displacement.

System properties and initial conditions were chosen at ran-
dom for each simulation run similarly to Monte Carlo methods
in order to capture a wide spectrum of parameters and avoid
the inefficacy of multidimensional grids. Let x1,x2 be random
variables distributed according to standard normal distribution

x1,x2 ∼ N (µ = 0,σ2 = 1). The following were used:

µ
m

= 10x1

q0 = 100.5x2

MATLAB function ode45was used to integrate the equation
of motion from specified initial conditions. In some cases, es-
pecially when power r was large (r ∼ 9), the integration failed
for some specific set of initial conditions. In this case, function
ode23 was used, which is reported to be more stable for some
stiff problems.

Simulation was run for approximately 100 periods of oscil-
lation. The non-uniform spacing of data points from MATLAB
integration was linearly interpolated with number of points
varying between 212 and 214. The resulting waveform q(t) was
frequency-transformed using MATLAB’s fft function. The
frequency corresponding to the maximum amplitude in fre-
quency spectrum was taken as the frequency of free vibration
f . This was transformed into ωn = 2π f , and using the initial
condition q0 and system properties µ/m,r, non-dimensional
group Πω was calculated as:

Πω = ωnq
1−r

2
0

√
m
µ

(9)

To avoid the problems with sampling and windowing,
stochastic approach was used in choosing simulation time tmax
and number of samples Ns. Let y1,y2 be independent random
variables distributed uniformly on the interval (0,1) and T an
estimate of period:

tmax = (100+4y1)T

Ns = round
(
212+2y2

)

4. Results of simulations
The number of simulation runs was 1000. At every run, ex-
ponent r was chosen randomly on the interval (0,10). The re-
maining system parameters and initial conditions were chosen
as described in the previous section.

4.1. Time and frequency data A representative set of data
obtained from one simulation is displayed in Figure 3. Data in
time domain is shown in Fig. 3a. To enable plotting of both
displacement q and velocity q̇ on the same set of axes, they
were rescaled into respective non-dimensional forms q̃, ˜̇q us-
ing appropriate length- and velocity-scales which are constant
during simulation run:

q̃ =
q
q0

˜̇q = q̇ q
− 1+r

2
0

√
m
µ

System properties and initial conditions are shown in Fig. 3b,
along with frequency-domain data.

Upon inspection of displacement and velocity time plots,
it is evident that the waveforms are not sinusoidal (as is the
case in linear systems). The system is stiffening with exponent
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Using algebraic manipulation to cancel exponents, two 
non-dimensional groups are obtained. According to the Pi the-
orem, one of the dimensionless groups is taken as dependent, 
and the rest are independent. The dependent group is Πω and the 
independent one is non-dimensional parameter r. Therefore, pro-
vided we included all parameters which govern the problem, the 
following functional dependence has to exist [33] and is sought:

	 Πω = Πω(r).� (7)

Another way to see the outcome of dimensional analysis 
is when we convert ωn to timescale τ. Then non-dimensional 
group Πω indicates that at a given r, Πω is constant, and thus 
the timescale of vibration τ is proportional to

	 τ / q0

1 ¡ r
2 m

µ
.� (8)

As a check, the well-known formula for natural frequency of 
the linear system (r = 1) is given by ωn =  k/m . Thus if stiff-
ness k is replaced by µ, the period of vibration is τ = 2π m/µ , 
which indeed satisfies Eq. (8).

More importantly, it turns out that the linear system is 
the only case for which the frequency of free vibration ωn 
is independent of initial conditions and only a function of 
system parameters. For superlinear systems, r > 1, the expo-
nent (1 ¡ r)/2 is negative, therefore, the period of vibration 
decreases with increasing initial displacement q0. Such systems 
are also called stiffening. Conversely, for sublinear systems, 
r < 1, the exponent is positive, resulting in softening behaviour, 
whereby the period of vibration extends with increasing initial 
displacement q0.

Some useful insight has already been obtained from dimen-
sional analysis alone. The goal of simulations is to establish the 
functional dependence from Eq. (7).

3.	 Methods

The system was simulated with initial conditions q0  6= 0, q ̇ 0 = 0 
– i.e. started from rest with non-zero initial displacement.

System properties and initial conditions were chosen at ran-
dom for each simulation run similarly to Monte Carlo methods 
in order to capture a wide spectrum of parameters and avoid 
the inefficacy of multidimensional grids. Let x1, x2 be random 
variables distributed according to standard normal distribution 
x1, x2 » N (µ = 0, σ 2 = 1). The following were used:

µ
m

 = 10x1

q0 = 100.5x2.

MATLAB function ode45 was used to integrate the equa-
tion of motion from specified initial conditions. In some cases, 
especially when power r was large (r » 9), the integration 
failed for some specific set of initial conditions. In this case, 
function ode23 was used, which is reported to be more stable 
for some stiff problems.

The simulation was run for approximately 100 periods 
of oscillation. The non-uniform spacing of data points from 
MATLAB integration was linearly interpolated with number 
of points varying between 212 and 214. The resulting waveform 
q(t) was frequency-transformed using MATLAB՚s fft func-
tion. The frequency corresponding to the maximum amplitude 
in frequency spectrum was taken as the frequency of free vibra-
tion f . This was transformed into ωn = 2π f , and using the initial 
condition q0 and system properties µ/m, r, non-dimensional 
group Πω was calculated as:

	 Πω = ωnq0

1 ¡ r
2 m

µ
.� (9)

To avoid the problems with sampling and windowing, sto-
chastic approach was used in choosing simulation time tmax 
and number of samples Ns. Let y1, y2 be independent random 
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variables distributed uniformly on the interval (0, 1) and T an 
estimate of period:

tmax = (100 + 4y1)T

Ns = round(212 + 2y2).

4.	 Results of simulations

The number of simulation runs was 1000. At every run, expo-
nent r was chosen randomly on the interval (0, 10). The remain-
ing system parameters and initial conditions were chosen as 
described in the previous section.

4.1. Time and frequency data. A representative set of data 
obtained from one simulation is displayed in Fig. 3. Data in 
time domain is shown in Fig. 3a. To enable plotting of both 
displacement q and velocity q ̇  on the same set of axes, they 
were rescaled into respective non-dimensional forms q̃, q ̇̃  using 
appropriate length- and velocity-scales which are constant 
during simulation run:

Frequency of free vibration in power-law systems

the same physical quantity and for simplicity, we shall restrict
ourselves to initial conditions given by

q(t = 0) = q0 �= 0, q̇(t = 0) = q̇0 = 0

Using this reasoning in dimensional analysis, the relevant
variables are µ/m,r,q0,ωn, with two dimensions (L,T ):

µ
m

∼ L1−rT−2

q0 ∼ L

ωn ∼ T−1

r ∼−

−→
Πω = ωnq

1−r
2

0

√
m
µ

∼−

r ∼−

Using algebraic manipulation to cancel exponents, two non-
dimensional groups are obtained. According to the Pi theorem,
one of the dimensionless groups is taken as dependent, and the
rest are independent. The dependent group is Πω and the inde-
pendent one is non-dimensional parameter r. Therefore, pro-
vided we included all parameters which govern the problem,
the following functional dependence has to exist [33] and is
sought:

Πω = Πω (r) (7)

Another way to see the outcome of dimensional analysis is
when we convert ωn to timescale τ . Then non-dimensional
group Πω indicates that at a given r, Πω is constant, and thus
the timescale of vibration τ is proportional to

τ ∝ q
1−r

2
0

√
m
µ

(8)

As a check, the well-known formula for natural frequency
of the linear system (r = 1) is given by ωn =

√
k/m. Thus

if stiffness k is replaced by µ , the period of vibration is τ =
2π

√
m/µ , which indeed satisfies equation (8).

More importantly, it turns out that the linear system is the
only case for which the frequency of free vibration ωn is in-
dependent of initial conditions and only a function of system
parameters. For superlinear systems, r > 1, the exponent
(1 − r)/2 is negative, therefore, the period of vibration de-
creases with increasing initial displacement q0. Such systems
are also called stiffening. Conversely, for sublinear systems,
r < 1, the exponent is positive, resulting in softening behaviour,
whereby the period of vibration extends with increasing initial
displacement q0.

Some useful insight has already been obtained from dimen-
sional analysis alone. The goal of simulations is to establish
the functional dependence from equation (7).

3. Methods
The system was simulated with initial conditions q0 �= 0, q̇0 =
0 – i.e. started from rest with non-zero initial displacement.

System properties and initial conditions were chosen at ran-
dom for each simulation run similarly to Monte Carlo methods
in order to capture a wide spectrum of parameters and avoid
the inefficacy of multidimensional grids. Let x1,x2 be random
variables distributed according to standard normal distribution

x1,x2 ∼ N (µ = 0,σ2 = 1). The following were used:

µ
m

= 10x1

q0 = 100.5x2

MATLAB function ode45was used to integrate the equation
of motion from specified initial conditions. In some cases, es-
pecially when power r was large (r ∼ 9), the integration failed
for some specific set of initial conditions. In this case, function
ode23 was used, which is reported to be more stable for some
stiff problems.

Simulation was run for approximately 100 periods of oscil-
lation. The non-uniform spacing of data points from MATLAB
integration was linearly interpolated with number of points
varying between 212 and 214. The resulting waveform q(t) was
frequency-transformed using MATLAB’s fft function. The
frequency corresponding to the maximum amplitude in fre-
quency spectrum was taken as the frequency of free vibration
f . This was transformed into ωn = 2π f , and using the initial
condition q0 and system properties µ/m,r, non-dimensional
group Πω was calculated as:

Πω = ωnq
1−r

2
0

√
m
µ

(9)

To avoid the problems with sampling and windowing,
stochastic approach was used in choosing simulation time tmax
and number of samples Ns. Let y1,y2 be independent random
variables distributed uniformly on the interval (0,1) and T an
estimate of period:

tmax = (100+4y1)T

Ns = round
(
212+2y2

)

4. Results of simulations
The number of simulation runs was 1000. At every run, ex-
ponent r was chosen randomly on the interval (0,10). The re-
maining system parameters and initial conditions were chosen
as described in the previous section.

4.1. Time and frequency data A representative set of data
obtained from one simulation is displayed in Figure 3. Data in
time domain is shown in Fig. 3a. To enable plotting of both
displacement q and velocity q̇ on the same set of axes, they
were rescaled into respective non-dimensional forms q̃, ˜̇q us-
ing appropriate length- and velocity-scales which are constant
during simulation run:

q̃ =
q
q0

˜̇q = q̇ q
− 1+r

2
0

√
m
µ

System properties and initial conditions are shown in Fig. 3b,
along with frequency-domain data.

Upon inspection of displacement and velocity time plots,
it is evident that the waveforms are not sinusoidal (as is the
case in linear systems). The system is stiffening with exponent
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System properties and initial conditions are shown in Fig. 3b, 
along with frequency-domain data.

Upon inspection of displacement and velocity-time plots, 
it is evident that the waveforms are not sinusoidal (as is the 
case in linear systems). The system is stiffening with exponent 
r = 3.55.

In the neighbourhood of equilibrium q = 0, both curvature 
∂q

2V and slope ∂qV of potential energy V(q) are zero. Therefore, 
there is zero restoring force acting on the body. As a result, 
the slope of velocity graph dq ̇ /dt is zero when q = 0, which 
is evident in the flat top and bottom parts of velocity graph.

The frequency spectrum contains one pronounced peak at 
f  = 0.19. Since displacement is not sinusoidal, higher harmon-

ics are also present in the Fourier transform. One such com-
ponent is visible in the frequency spectrum at 3f. The fact that 
this frequency is three times higher than the principal frequency 
of vibration is not surprising, since this is the next frequency 
at which the cosine wave is symmetrical about the peaks of 
the principal-frequency wave. There are more such higher 
frequency components in the spectrum which are outside the 
x-limits of the plot.

4.2. Non-dimensional Πω as a function of r. Non-dimensional 
group Πω was calculated for each of the 1000 simulation runs 
and plotted as a function of exponent r – see Fig. 4. All data 
points collapse onto one curve. This confirms that dimensional 
analysis provided a correct non-dimensional group, since the 
functional dependence Πω = Πω(r) is unique for a variety of 
system properties and initial conditions.

In principle, this graph provides enough information to pre-
cisely calculate the frequency of free vibration for power-law 
system with any exponent r in range(0, 10) for arbitrary sys-
tem property µ/m and initial condition q0. Together with the 
physical reasoning based on energy conservation (6), the initial 
conditions can be any combination of q0 and q ̇ 0.

5.	 Analytical modelling

It is desirable to compare the values of non-dimensional group 
Πω obtained by simulations with analytical results for certain 
values of r. There are three tractable cases which came to our 
attention: linear system r = 1, asymptotic limit r ! 1, and 
limit r ! 0. Furthermore, an approximation using Fourier series 
and harmonic balance for r » 1 is calculated.

5.1. Linear system r = 1. Analysis of linear system is a clas-
sical bookwork example. The equation of motion in reduced 
form is

q ̈  +  µ
m

q = 0,

where typically stiffness is denoted by k instead of µ.

Fig. 3. Simulation results for stiffening system. a) Response in time domain: normalised velocity q ̇̃  and displacement q̃. b) Frequency spectrum 
of displacement normalised by the number of data points. The frequency of peak value taken as the principal frequency of response

(a) (b)

FrequencyTime
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System response to initial displacement q(t = 0) = q0 is 
precisely sinusoidal:

q(t) = q0cos(ωnt)

Doubly differentiating and substituting back to the EOM yields:

ωn =  µ
m

This result needs to be juxtaposed with natural frequency 
obtained using dimensionless group Πω according to (9):

Πω(r) = ωnq0

1 ¡ r
2 m

µ   !  ωn(r = 1) = Πω(r = 1) µ
m

.

Therefore, we obtain:

Πω(r = 1) = 1.

Examining the plot in Fig. 4, it is evident that the analytical 
value for Πω agrees very well with the value obtained from 
simulations.

As we assume a periodic solution, it is evident that accel-
eration q ̈  will be a rectangular wave. Thus, velocity q ̇  = 

R
q ̈ dt 

will be a triangular wave and displacement q will be a piecewise 
quadratic (as shown in Fig. 5).

To obtain the time period of oscillation, we start the sys-
tem with initial conditions q(0) = q0 > 0, q ̇ (0) = 0. In the first 
instance and until displacement q becomes negative, the restor-
ing force is –µ and acceleration is given by:

q ̈  = – µ
m

  for  t < t1,

where t1 is the smallest time for which q(t1) = 0. This equation 
can be integrated twice in a straightforward manner:

	 q ̇ (t) = – µ
m

t,

	 q(t) = q0 ¡ 1
2
µ
m

t2.

These expressions are valid for t < t1.
Thus, time t1 is obtained by setting q(t = t1) = 0:

t1 =   2q0

µ/m

It is clear that time t1 corresponds to one quarter of the time 
period. Therefore, period T and frequency ωn are given by:

	 T = 4 2jq0j
µ/m

,

	 ωn =   2π
T

 =  π
2

µ/m
2jq0j

.

Time

Fig. 4. Non-dimensional parameter Πω as a function of non-dimen-
sional exponent r

Exponent r

N
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5.2. Relay r ! 0. As exponent r approaches zero, the potential 
energy takes up the form V(q) = µjqj. The equation of motion 
has the form:

qq ̈  +  µ
m

sgn(q) = 0.

The restoring force takes up one of two values: µ or –µ depend-
ing on the sign of q. A special case is q = 0, where, for the pur-
poses of this work, it is assumed that the restoring force is zero.

The system is often called relay, as it captures an ideal 
switching behaviour. Physically it could represent a system in 
which the magnitude of restoring force is bounded by some 
maximum and minimum values, and where these values are 
reached very shortly after departure from equilibrium. Such 
restoring force is hard to imagine in mechanical terms, but 
could well exist if it were of electromagnetic nature.

Fig. 5. System behaviour in time domain for r ! 0. Displacement q 
(parabolic piecewise), velocity q ̇  (triangular wave) and acceleration q 
̈ (square wave). Comparison of simulation data (blue dots, r = 0.01) 
and analytical estimate according to Section 5.2 (orange line, r = 0) 

showing an excellent match
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Similarly to the analysis for linear system, this time period 
needs to be compared with the result obtained using non-di-
mensional Πω. From (9):

Πω(r) = ωnq0

1 ¡ r
2 m

µ  ! ωn(r = 0) = Πω(r = 0)
µ/m
q0

.

Thus for r = 0, we obtain

Πω(r = 0) =  π
2 2

 ¼ 1.11.

When we compare this analytical result with simulation data in 
Fig. 4, there is again very good agreement.

Figure 5 shows displacement q, velocity q ̇  and acceleration 
q ̈  for µ/m = 1, q0 = 1. There is a very good correspondence 
between simulation with r = 0.01 and analytical estimate with 
r = 0.

5.3. Oscillation between end-stops r ! 1. When exponent 
r is large, the potential energy becomes flatter around equi-
librium and grows more rapidly for larger displacements q. In 
the limit r ! 1, the restoring force is zero except very close 
to the maximum displacement amplitude q ! q0 and q ! – q0. 
At maximum displacement q = q0, the mass receives impulsive 
force and momentum is reversed almost instantly.

Such a system could be physically thought of as friction-
less oscillation between hard end-stops, with perfectly elastic 
collisions with end-stops.

In terms of waveforms, acceleration q ̈  will be an impulsive 
δ-function, velocity q ̇  will be a rectangular wave and displace-
ment q will be a triangular wave (as illustrated in Fig. 6).

To calculate the period of oscillation, we first calculate the 
amplitude of velocity q ̇ max using conservation of energy:

	 1
2

mq ̇ 2
max =  1

r + 1
µ jq0jr + 1,

	 q ̇ max =  2µ/m
r + 1

q0

r + 1
2 .

Let t1 be the time when the mass reaches the other end-
stop – i.e. q(t1) = – q0. Velocity and displacement for t < t1 are 
given by:

	 q ̇ (t) = – q ̇ max = – 2µ/m
r + 1

q0

r + 1
2 ,

	 q(t) = q0 ¡ q ̇ max t = q0 ¡  2µ/m
r + 1

q0

r + 1
2 t .

Time t1 is given by:

t1 = 2 r + 1
2µ/m

q0

1 ¡ r
2 ,

which is half-period of oscillation cycle (T = 2t1). Therefore, 
frequency ωn is:

ωn = 2π
T

 = π
t1

 = π
2

2µ/m
r + 1

q0

1 ¡ r
2 .

Comparing this to the frequency obtained using non-dimen-
sional Πω from (9):

Πω(r) = ωnq0

1 ¡ r
2 m

µ  ! ωn(r ! 1) = Πω(r ! 1)
µ
m q0

1 ¡ r
2 .

we obtain

	 Πω (r ! 1) = π
2

2
r + 1

.� (10)

This asymptote is plotted on Fig. 4. It can be inferred that 
the curve through simulation data points tends towards the 
asymptote as r ! 1, however, for r = 10 there is still a sig-
nificant discrepancy between the two curves.

Figure 6 shows simulation data (blue dots) for r = 25, 
µ/m = 1, q0 = 1. The orange lines are analytical expressions. 
Their frequency was obtained using the expression in Eq. (10) 
with r = 25. It is evident from the graph of displacement and 
velocity that this analytical estimate of frequency is not accu-
rate. In this specific case for r = 25, the discrepancy is:

Πω(r = 25)Simulation = 0.415,

Πω(r = 25)Analytical = 0.436.

Fig. 6. Displacement q (triangular wave), velocity q ̇  (square wave) 
and acceleration q ̈  (alternating impulses) for r = 25. Simulation data 
(blue dots) compared to triangular waveform estimate according to 

Section 5.3 (orange line) showing a 5% frequency mismatch

Time
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5.4. Sinusoidal waveform for r » 1. This method of estimating 
analytical solution for Πω is based on the assumption that the 
displacement waveform can be, to a good degree, approximated 
as a sine wave.

If we assume that the system response to initial displace-
ment q0 is sinusoidal, we have:

	 q(t) = q0cos(ωnt),

	 q ̈ (t) = – ωn
2q0cos(ωnt).

Substituting back to the equation of motion, we obtain:

– ωn
2q0 cosωnt +  µ

m
sgn(cosωnt)jcosωnt jr = 0.

To proceed further, we seek to approximate function

g(r, t) = sgn(cosωnt)jcosωnt jr,

by a cosine at the principal frequency ωn. Therefore, term a1 
of Fourier series is sought:

g(r, t) = 
k = 1

1

∑ ak cos kωnt.

Using well-known procedures for evaluating coefficients of 
Fourier series

	 a1(r) =  2
T

Z T
2

– T
2

g(r, t)cosωntdt ,� (11)

where T is given by ωn = 2π/T.
If a1(r) is obtained, it will be possible to proceed by bal-

ancing coefficients of cosine terms in EOM:

–ωn
2q0 cosωnt +  µ

m
a1(r)cosωnt = 0,

ωn =  µ
m

q0

r ¡ 1
2 a1(r),

and comparing the expression with the expression involving 
non-dimensional group Πω:

ωn(r) = Πω(r) µ
m

q0

r ¡ 1
2 ,

Πω(r) =  a1(r).

Therefore, it remains to find coefficient a1 according to (11):

	 a1(r) =  2
T

Z T
2

– T
2

sgn(cosωnt) jcosωntjrcosωnt dt .� (12)

Equation (12) can be reduced to

a1(r) =  2
T

Z T
2

– T
2

jcosωnt jr + 1dt .

Noting that the integrand is symmetrical about ±T/4, we can 
perform the integration on the interval where cosωnt  > 0:

a1(r) =  4
T

Z T
4

–T
4

(cosωnt)r + 1dt .

Changing variables using substitution p = ωnt leads to Gamma 
function:

a1(r) =  2
π

Z π
2

–π
2

(cos p)r + 1dp = 
2

π

Γ( r + 2
2 )

Γ( r + 3
2 )

.

As a check, we verify that for r = 1

a1(r = 1) = Πω(r = 1) = 1,

as required.
Non-dimensional Πω which results from this calculation is 

plotted as the green line in Fig. 4. It is surprisingly accurate for 
a range of exponents r from r = 0 to approximately r = 2. At 
r = 1, value of Πω is precise. For r = 0, we compare the value 
of Πω predicted by this sinusoidal model to the value predicted 
by piece-wise quadratic waveform as shown in Section 5.2:

	 Πω(r = 0)Quadratic =  π
2 2

 ¼ 1.11,

	 Πω(r = 0)Sinusoidal =  4
π

 ¼ 1.27.

The reason for such close agreement is that a piece-wise qua-
dratic function can be very well approximated by a sinusoidal 
wave of fundamental period and higher-order coefficients of 
Fourier series ak decay very rapidly as 1/k3.

For higher values of exponent r, displacement waveform 
q(t) is becoming more triangular, and higher-order harmonics 
are more important. Coefficients ak decay as 1/k 2, thus the 
waveform cannot be very well approximated by the principal 
sinusoid. This phenomenon is observed from r ¼ 3.

6.	 Discussion

One of the main differences between behaviour of power-law 
systems and linear systems is the dependence of frequency of 
free vibration. Linear systems are a special case in which the 
frequency of free vibrations is only a function of system prop-
erties. For all other power-law systems, the natural frequency 
of free vibrations is also a function of initial conditions. The 
non-dimensional expressions presented here provide a conve-
nient way to calculate the natural frequency from both system 
properties and initial conditions. Crucially, there are only two 
dimensionless parameters, Πω and r. Taking parameter r as 
the independent parameter and Πω as the dependent parameter, 
a one-dimensional sweep determines the functional dependence 
Πω = Πω(r). Thus, for a given power r, the value of Πω pro-
vides, unequivocally, the estimate of natural frequency ωn for 
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any choice of system parameters m, µ and initial conditions 
q0, q ̇ 0. This estimate can be significant in engineering design, 
where an approximate estimate of the resonant frequency is 
sought.

The results of numerical simulations are compared with ana-
lytical expressions in select few cases. When the exact solu-
tion can be found (r = 0, r = 1), the numerical results agree 
precisely with the analytical values. When system response is 
assumed sinusoidal in vicinity of r = 1, the analytical estimate 
is based on Fourier series expansion of sgn(cosωnt)jcosωnt jr. 
This model provides relatively good accuracy until approxi-
mately r = 2. For higher degrees of nonlinearity, the response 
deviates further from sinusoidal and this estimate fails to cap-
ture the principal frequency of vibration. For high values of r, 
the system physically represents oscillations between end-stops 
and the waveform is inherently not sinusoidal. However, the 
convergence to the asymptotic behaviour r ! 1 is quite slow. 
There is a middle region from r » 2 to approximately r » 20 
where the natural frequency is not accurately captured by either 
of the two analytical models.

For such cases, we demonstrate that the reduction in number 
of variables by using dimensional analysis provides a conve-
nient way to numerically determine the natural frequency for 
a range of initial conditions and system properties. The only 
assumption that is made a priori about the waveform of output 
is that it is periodic.

7.	 Conclusions

The focus of this article is on power-law vibrating systems 
which are not typically at the centre of attention in the field of 
mechanical vibrations. However, such a power-law restoring 
force can occur naturally and it is necessary to understand the 
behaviour of such vibrating systems. The approach to estimat-
ing the frequency of free vibration that is presented in this 
article is a simple method based on dimensional analysis and 
numerical simulations. The approach falls short of describing 
the shape of the waveform precisely. Instead, the main advan-
tage of this approach is its simplicity. Instead of deriving the 
exact mathematical forms of oscillating quantities, only the 
principal frequency is sought, which can be used to guide engi-
neering design or describe vibration phenomena.
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