Three-dimensional simulations of the airborne COVID-19 pathogens using the advection-diffusion model and alternating-directions implicit solver
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Abstract. In times of the COVID-19, reliable tools to simulate the airborne pathogens causing the infection are extremely important to enable the testing of various preventive methods. Advection-diffusion simulations can model the propagation of pathogens in the air. We can represent the concentration of pathogens in the air by “contamination” propagating from the source, by the mechanisms of advection (representing air movement) and diffusion (representing the spontaneous propagation of pathogen particles in the air). The three-dimensional time-dependent advection-diffusion equation is difficult to simulate due to the high computational cost and instabilities of the numerical methods. In this paper, we present alternating directions implicit isogeometric analysis simulations of the three-dimensional advection-diffusion equations. We introduce three intermediate time steps, where in the differential operator, we separate the derivatives concerning particular spatial directions. We provide a mathematical analysis of the numerical stability of the method. We show well-posedness of each time step formulation, under the assumption of a particular time step size. We utilize the tensor products of one-dimensional B-spline basis functions over the three-dimensional cube shape domain for the spatial discretization. The alternating direction solver is implemented in C++ and parallelized using the GALOIS framework for multi-core processors. We run the simulations within 120 minutes on a laptop equipped with i7 6700 Q processor 2.6 GHz (8 cores with HT) and 16 GB of RAM.
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1. INTRODUCTION

According to the World Health Organization [1], COVID-19 is mainly spread through particles containing virus material exhaled by infected people through speech breathing or spread by sneezing or coughing.

How these particles spread, how their concentration changes with the distance from the speaking or sneezing person changes, and how the air movement influences these concentrations is general unknown and can be measured experimentally, which is very difficult to estimate by using computer simulations.

Thus, in the days of COVID-19, computer simulations can help in making decisions such as the required distance in public places, the need to wear masks covering the mouth and nose, made of specific materials, the permissible time of stay with a person infected in one room, etc. This paper focuses on advection-diffusion equations, which can model the propagation of pathogens in the air. We can represent the concentration of pathogens in the air by “contamination” propagating from the source by advection and diffusion mechanisms. The first term describes the spread of particles forced by the air movement, and the second one models the spontaneous propagation of pathogen particles in the air. Unfortunately, the three-dimensional time-dependent advection-diffusion equations are complicated to simulate. This is related to the high computational cost of the three-dimensional problem as well as the instabilities of the numerical methods. As the remedy to the first problem, we propose the alternating directions implicit solver. We also focus on the mathematical analysis of the simulation that presents the necessary conditions for its stability.

The alternating directions implicit solver (ADI) was originally proposed for performing finite-difference simulations of time-dependent problems on regular grids. The first papers concerning the ADI method were published in 1960 [2‒5]. The ADI with finite difference method is still popular for fast solutions of different classes of problems with finite difference method [6, 7]. The method introduces intermediate time steps in its basic version, and the differential operator is split into sub-operators, containing only the $x, y, z$ derivatives. The time integration scheme involves sub-steps with only one sub-operator on the left-hand side and the other sub-operators on the right-hand side, acting on the previous sub-step solutions.

As a result of this direction splitting, after the discretization of the linear equations system, we deal only with derivatives in one direction while the rest of the operator is on the right-hand side. If derived on the regular three-dimensional grid, the
introduce three intermediate time steps, where in the differential operator, we separate the derivatives concerning particular spatial directions.

The isogeometric analysis (IGA) [8] is a modern method for performing finite element method (FEM) simulations with B-splines and NURBS. The IGA-FEM has multiple applications for simulations of time-dependent problems, including wind turbine aerodynamics [9], turbulent flow simulations [10], phase field phase-separation simulations [11–14], incompressible hyper-elasticity [16–19] and tumor growth simulations [20, 21]. The computational cost of the factorization of a system of linear equations resulting from IGA discretization with standard multi-frontal solvers is \( O(N^3) \), and the constant in front of the computational complexity can be reduced using some special techniques [22].

The direction splitting method has been used to solve the isogeometric L2 projection problem over regular grids with tensor product B-spline basis functions [23–25] in a linear \( O(N) \) computational cost. The direction splitting, in this case, is possible by exploiting the Kronecker product structure of the Gram matrix resulting from a discretization over the patch of finite elements with tensor product structure of the B-spline basis functions. This direction splitting for isogeometric L2 projections were applied for performing simulations of explicit dynamics [20, 26–29], where each time step is computed as the solution of isogeometric L2 projection of the previous time step solution, plus the changes enforced by the physics of the computational problem, computed from the differential operator application to the previous time-step solution, plus the right-hand side.

Recently, in the conference proceedings [30], we extended the explicit dynamics method [20, 26–29] into the implicit dynamics solver. The solver was applied for the advection-diffusion problem. It employed the isogeometric analysis approach, stabilized with the residual minimization method. The residual minimization method stabilizes the finite element simulations by considering a Petrov-Galerkin formulation with different trial and test spaces. The stabilization is obtained by increasing the dimension of the test space. The residual minimization stabilization is required when there is a large contrast between the advection and diffusion terms, which is not the case in the airborne pathogen simulations.

The novelties of this paper with regard to our previous work, are the following. In this paper, we provide the mathematical analysis on the well-posedness of the weak formulation for the advection-diffusion problem, for each substep of the split operator, under the zero Neumann boundary assumption condition. We are not aware of any other paper proving the well-posedness in this case. The general Dirichlet boundary condition case was analyzed in [31]. We also find the relation between the time-step size and the coercivity constant, thus the necessary condition for the non-stationary simulations’ stability.

The structure of this paper is the following. We start in Section 2 with the derivation of the isogeometric alternating direction implicit method for the advection-diffusion problem. We show the strong form in Section 2.1, weak form in Section 2.2, we prove the well-posedness in Section 2.3, and we introduce the direction splitting in Section 2.4. Next, in Section 3, we present numerical results and the MATLAB code finding the relation between the time-step size and the coercivity constant.

Next, in Section 3, we present the linear computational cost numerical results. We summarize the paper with conclusions in Section 4. We also present in Section 5 an Appendix explaining how to perform linear computational cost factorization with Kronecker product matrices.

### 2. ISOGEOGRAPHIC ALTERNATING DIRECTIONS IMPLICIT METHOD FOR ADVECTION-DIFFUSION PROBLEM

In this section, partial derivatives with respect to a given variable \( s \) will be denoted by \( \partial_s \). Additionally, a time-dependent function \( w \) captured at a given time-step \( \tau \), will be denoted by \( w_\tau \).

#### 2.1. Strong formulation

Let \( \Omega \subset \mathbb{R}^3 \) be a cube with \( \Gamma := \partial \Omega \) and let \( T > 0 \) be some final lapse of time. As usual, the standard \( L^2(\Omega) \) inner product will be denoted by \( (\cdot, \cdot) \). Let \( f = f(x, y, z, t) \) be a source function, let \( \beta = (\beta^x(x, y, z, t), \beta^y(x, y, z, t), \beta^z(x, y, z, t)) \) be an advection field, and let the (positive) diffusion coefficients be denoted by

\[
\begin{pmatrix}
K^x(x,y,z,t) & 0 & 0 \\
0 & K^y(x,y,z,t) & 0 \\
0 & 0 & K^z(x,y,z,t)
\end{pmatrix}
\]

\( \forall (x, y, z) \in \Omega \) \( \forall t \in (0, T) \). Additionally, for any \( t \in (0, T) \), we require that \( f(\cdot, t) \in L^2(\Omega) \), \( \beta(\cdot, t) \in [L^\infty(\Omega)]^3 \), and \( K(\cdot, t) \in [L^\infty(\Omega)]^3 \).

Our model problem will be the advection-diffusion equation. We seek for the pollutant concentration field \( u \in C^1(0, T; C^2(\Omega)) \) such that

\[
\partial_t u - \nabla \cdot (K \nabla u) + \beta \cdot \nabla u = f, \quad \text{in} \ (0, T) \times \Omega,
\]

with homogeneous Neumann boundary condition and zero initial state, i.e.,

\[
\begin{pmatrix}
(K \nabla u) \cdot n = 0 & \forall (x, y, z, t) \in \Gamma \times (0, T), \\
u(x, y, z, 0) = 0 & \forall (x, y, z) \in \Omega.
\end{pmatrix}
\]

This three-dimensional time-dependent problem can be treated like a four-dimensional problem with Dirichlet boundary condition on one face of the hypercube, free boundary condition on the opposite face, and Neumann boundary condition on other faces. For this reason, it has a unique solution. The mathematical proof of the solution uniqueness for a similar setup for the heat transfer problem is presented in [26].

#### 2.2. Weak formulation

In order to derive the weak formulation of (1, 2), we multiply by test functions and integrate by parts to get:
(\partial_t u, v) + (K \nabla u, \nabla v) + (\beta \cdot \nabla u, v) = (f, v),
\forall v \in K^1 \Omega.
(3)

where we have used the zero Neumann boundary condition in (2).

Now, we apply the alternating direction method concerning time. We split the advection and diffusion operators into three sub-operators, the first one with the derivatives in the x direction, the second one with the derivatives in the y direction, and the third one with the derivatives in the z direction. We introduce three intermediate time steps of size \( \tau > 0 \) each. In the first sub-step, we keep on the left-hand side the sub-operator with z derivatives, and we put the x and y derivatives on the right-hand side, i.e.,

\[
\left( \begin{array}{c}
\beta \\
\end{array} \right)_{z+1, t+1, 1} u_{z+1, t+1, 1} + \tau \left( \begin{array}{c}
\partial_{z+1, t+1, 1} K^z_{z+1, t+1, 1} \partial_z v + \beta^z_{z+1, t+1, 1} v \\
\end{array} \right) = \left( \begin{array}{c}
\beta \\
\end{array} \right)_{z+1, t+1, 1} u_{z+1, t+1, 1} + \tau f_{z+1, t+1, 1} v
\]

(4)

In the second sub-step we keep on the left-hand side the sub-operator with y derivatives, and we put the x and z derivatives on the right-hand side, i.e.,

\[
\left( \begin{array}{c}
\beta \\
\end{array} \right)_{y+1, t+1, 1} u_{y+1, t+1, 1} + \tau \left( \begin{array}{c}
\partial_{y+1, t+1, 1} K^y_{y+1, t+1, 1} \partial_y v + \beta^y_{y+1, t+1, 1} v \\
\end{array} \right) = \left( \begin{array}{c}
\beta \\
\end{array} \right)_{y+1, t+1, 1} u_{y+1, t+1, 1} + \tau f_{y+1, t+1, 1} v
\]

(5)

In the third sub-step we keep on the left-hand side the sub-operator with x derivatives, and we put the y and z derivatives on the right-hand side, i.e.,

\[
\left( \begin{array}{c}
\beta \\
\end{array} \right)_{x+1, t+1, 1} u_{x+1, t+1, 1} + \tau \left( \begin{array}{c}
\partial_{x+1, t+1, 1} K^x_{x+1, t+1, 1} \partial_x v + \beta^x_{x+1, t+1, 1} v \\
\end{array} \right) = \left( \begin{array}{c}
\beta \\
\end{array} \right)_{x+1, t+1, 1} u_{x+1, t+1, 1} + \tau f_{x+1, t+1, 1} v
\]

(6)

Thus, in the three sub-steps, we have sub-problems with identical structures. The fact that we keep on the left-hand side only derivatives in one direction results in a Kronecker product structure of the linear system of equations after discretization with isogeometric analysis over a cube shape domain. This will result later in a linear \( O(N) \) computational cost of the solver.

2.3. Well-posedness

Let us focus now on the well-posedness of the weak sub-problems (4), (5) and (6). Within this Subsection 2.3, the Cartesian system of coordinates in \( \mathbb{R}^3 \) will be denoted by \((x_1, x_2, x_3)\) instead of \((x, y, z)\).

For \( i = 1, 2, 3 \), let \( V_i \) be the space of functions \( v \in L^2(\Omega) \) such that the distributional derivative \( \partial_i v \) is also in \( L^2(\Omega) \). This space will be endowed with the scalar product:

\[
(u, v)_{V_i} = (u, v) + (\partial_i u, \partial_i v), \quad \forall u, v \in V_i.
(7)
\]

It is easy to verify that \( V_i \) is a Hilbert space. The induced norm on \( V_i \) will be denoted by \( \| \cdot \|_{V_i} \).

Given \( w \in H^2(\Omega) \) (representing the solution from the previous time-step \( t \)) we can rewrite our sub-problems (4)–(6) in the following general form:

Find \( u \in V_i \) such that \( b(u, v) = l(v), \quad \forall v \in V_i \),

(8)

with

\[
b(u, v) := (u, v) + \tau (\partial_i u, K_i^{j+1} \partial_j v + \beta_i^{j+1, v})
\]

\[
l(v) := (w + \tau f_i, v) + \tau (K_i^{j+1} \partial_j^2 w - \beta_i^{j+1, \partial_i w}, v)
\]

(9)

where we have assumed that \( K \) is constant in the integration by parts, and \( i \neq j \neq k \), and where we have integrated by parts back in the right-hand side \( l(v), \) to ensure the well-posedness of the problem. Namely, both the bilinear form \( b \) and the linear form \( l \) are continuous with respect to the norm induced by the inner product \( (\cdot, \cdot) \) in \( V_i \).

Theorem 1. For any \( t \in [0, T - \tau] \), assume that there exists a constant \( \eta_i > 0 \) such that \( K_i^{j+1, \tau} \geq \eta_i \| \partial_i^j \|_{L^2}^2 \) for almost every \( x \in \Omega \). Then the bilinear form

\[
b(u, v) = (u, v) + \tau (\partial_i u, K_i^{j+1, \tau} \partial_i v + \beta_i^{j+1, \tau})
\]

(10)

is coercive on \( V_i \), and thus problem (8) is well-posed for any \( w \in H^2(\Omega) \).

Proof. For any \( u \in V_i \), first observe that \( (K_i^{j+1, \tau} \partial_i u, \partial_i u) \geq \eta_i \| \partial_i u \|_{L^2}^2 \). Next, notice that:

\[
(\beta_i^{j+1, \tau} \partial_i u, u) \geq -\| (\beta_i^{j+1, \tau} \partial_i u, u) \|
\]

\[
\geq -\| (\beta_i^{j+1, \tau} ) \|_{L^2} \| u \|_{L^2} \| \partial_i u \|_{L^2}
\]

\[
\geq -\| (\beta_i^{j+1, \tau} ) \|_{L^2} \left( \frac{\| u \|_{L^2}^2}{2 \epsilon} + \frac{\epsilon}{2} \| \partial_i u \|_{L^2}^2 \right),
\]

where we have used Hölder inequality and Young’s inequality with \( \epsilon > 0 \). Thus, we have
\[ b(u, u) = \| u \|_{L^2}^2 + \tau (K^\tau_{1\tau} \partial_t u, \partial_t u) + \tau (\beta^\tau_{1\tau} \partial_t u, \partial_t u) \]
\[ \geq \| u \|_{L^2}^2 + \tau \eta^t_1 \| \partial_t u \|_{L^2}^2 \]
\[ - \tau \| \beta^\tau_{1\tau} \|_{L^\infty} \left( \| u \|_{L^2}^2 + \frac{e}{2} \| \partial_t u \|_{L^2}^2 \right) \]
\[ = \left( 1 - \frac{\tau \| \beta^\tau_{1\tau} \|_{L^\infty}}{2e} \right) \| u \|_{L^2}^2 \]
\[ + \tau \left( \eta^t_1 - \frac{e}{2} \| \beta^\tau_{1\tau} \|_{L^\infty} \right) \| \partial_t u \|_{L^2}^2. \]

To get coercivity, we need to show the positivity of the last two expressions on the right-hand side of (11). If \( \| \beta^\tau_{1\tau} \|_{L^\infty} = 0 \), then the result is trivial. Otherwise, take any \( \delta > 0 \) such that \( \gamma_0 \| \beta^\tau_{1\tau} \|_{L^\infty} < \delta < \eta^t_1 \) and let \( e = 2\delta \| \beta^\tau_{1\tau} \|_{L^\infty} \). Then,
\[ 1 - \frac{\tau \| \beta^\tau_{1\tau} \|_{L^\infty}}{2e} \geq 1 - \frac{\tau \| \beta^\tau_{1\tau} \|_{L^\infty}}{4\delta} > 0 \]
and
\[ \eta^t_1 - \frac{e}{2} \| \beta^\tau_{1\tau} \|_{L^\infty} = \eta^t_1 - \frac{\gamma_0 \| \beta^\tau_{1\tau} \|_{L^\infty}}{\delta} > 0. \]

Finally, the well-posedness of problem (8) is a consequence of the Lax-Milgram Theorem for coercive and continuous bilinear forms.

**Remark 1.** The message from Theorem 1 is that, to ensure solvability, we need to pick a small enough time-step \( \tau > 0 \) fulfilling the requirement:
\[ K^\tau_{1\tau} \geq \eta^t_1 > \frac{\tau}{4} \| \beta^t (\cdot, \cdot + \tau) \|_{L^2}, \quad \text{for some } \eta^t_1 > 0. \]
However, too small values of \( \tau > 0 \) will compromise the stability of the problem (same as in reaction-dominated diffusion problems).

**Remark 2.** On the discrete level, the integration back by parts requires using higher order B-spline basis functions.

### 2.4. Direction splitting with isogeometric analysis discretization

Let us perform now the discretization of the weak sub-problem using B-spline basis functions from the isogeometric analysis [8].

Let \( N_x, N_y, N_z \) be positive integers. On each axis we consider a basis of one-dimensional B-splines of order \( p \in \mathbb{N} \). Thus, on the x-axis we consider the basis \( \{ B^x_{ijp}(x) \}_{i=1, \ldots, N_x} \); on the y-axis we consider the basis \( \{ B^y_{ijp}(y) \}_{j=1, \ldots, N_y} \); and on the z-axis we consider the basis \( \{ B^z_{ikp}(z) \}_{k=1, \ldots, N_z} \). Our general discrete space \( V_h \) will consist in the tensor product of the previous B-splines. This is,
\[ V_h = \text{span} \{ B^x_{ijp}(x) B^y_{ijp}(y) B^z_{ikp}(z) \}. \]
Let us proceed with the discrete counterpart of the weak sub-problems (4), (5) and (6). To exemplify, we take the x-sub-problem. The discrete counterpart of the weak sub-problem (6) reads as follows:

\[ \begin{cases}
\text{Given } w_h \in V_h, \text{ find } u_h \in V_h \text{ such that: } \\

b^x(u_h, v_h) = l^x_{w_h}(v_h), \quad \forall v_h \in V_h, \\
\end{cases} \]

where
\[ b^x(u_h, v_h) := (u_h, v_h) + \tau (\partial_x u_h, K^x_{1\tau} \partial_x v_h + \beta^x_{1\tau} \partial_x v_h) \]
and
\[ l^x_{w_h}(v_h) := (w_h + \tau f_x, v_h) + \tau (K^x_{1\tau} \partial_x^2 w_h - \beta^x_{1\tau} \partial_x w_h, v_h) + \\
+ \tau (K^x_{1\tau} \partial_x^2 w_h - \beta^x_{1\tau} \partial_x w_h, v_h). \]

**Remark 3.** Let \( V_x := \{ v \in L^2(\Omega) : \partial_x v \in L^2(\Omega) \} \) endowed with the topology induced by the norm \( \| v \|_{L^2} := \| v \|_{L^2}^2 + \| \partial_x v \|_{L^2}^2 \). Clearly \( V_h \subset V_x \). By Theorem 1 the (continuous) bilinear form \( b^x(\cdot, \cdot) \) is coercive in \( V_x \) provided that \( \tau, \beta^x \) and \( K^x \) satisfy the requirements of the aforementioned Theorem. If the case, the discrete problem (12) is also coercive (thus, well-posed) whenever \( V_h \) is endowed with the norm \( \| v \|_{V_x} \).

On the other hand, notice that \( w_h \in V_h \) represents the discrete solution of a previous time-step. That solution requires supporting second order weak-derivatives to make \( l^x_{w_h} \) a continuous functional on \( V_x \). For that reason we need the order of the B-splines to be \( p \geq 2 \).

Since the solution \( u_h \in V_h \) of problem (12) is of the form
\[ u_h = \sum_{i,j,k} u_{ijk} B^x_{ijp}(x) B^y_{jp}(y) B^z_{ikp}(z) \]
the problem (12) translates into a \( N_x N_y N_z \times N_x N_y N_z \) linear system whose unknowns are the scalars \( \{ u_{ijk} \} \) and the coefficients of the associated matrix are:
\[ B_{ijp}^{x}(x) B_{jp}^{y}(y) B_{ikp}^{z}(z), \]
\[ \forall i, l = 1, \ldots, N_x \quad \forall j, m = 1, \ldots, N_y \quad \forall k, n = 1, \ldots, N_z. \]

On the other hand, the coefficients of the right-hand side vector are given by:
\[ l^x_{w_h}(B^x_{ijp}(x) B^y_{jp}(y) B^z_{ikp}(z)), \]
\[ \forall l = 1, \ldots, N_x \quad \forall m = 1, \ldots, N_y \quad \forall n = 1, \ldots, N_z. \]

Let us focus on the particular entries of the left-hand side matrix (14) discretized with tensor product of one dimensional B-spline basis functions:
\[ B_{ijp}^{x}(x) B_{jp}^{y}(y) B_{ikp}^{z}(z), \quad \forall l = 1, \ldots, N_x \quad \forall m = 1, \ldots, N_y \quad \forall n = 1, \ldots, N_z. \]

Let us perform now the discretization of the weak sub-problem using B-spline basis functions from the isogeometric analysis [8].

Let \( N_x, N_y, N_z \) be positive integers. On each axis we consider a basis of one-dimensional B-splines of order \( p \in \mathbb{N} \). Thus, on the x-axis we consider the basis \( \{ B^x_{ijp}(x) \}_{i=1, \ldots, N_x} \); on the y-axis we consider the basis \( \{ B^y_{ijp}(y) \}_{j=1, \ldots, N_y} \); and on the z-axis we consider the basis \( \{ B^z_{ikp}(z) \}_{k=1, \ldots, N_z} \). Our general discrete space \( V_h \) will consist in the tensor product of the previous B-splines. This is,
We perform the direction splitting for each sub-problem. Namely, we express the matrix entries as the multiplication of three one-dimensional integrals, the first one with B-spline basis functions along the x direction, the second one with B-splines along the y direction, and the third one with B-splines along the z direction. For the sub-problem corresponding to $i = 1$ we get

$$B^i_{	ext{lintrj}} = \left( B^i_{t,p}(x), B^i_{t,p}(x) \right) \left( B^i_{t,p}(y), B^i_{m,p}(y) \right) \times \left( B^i_{z,p}(z), B^i_{n,p}(z) \right) + \tau \left( \partial_t B^i_{t,p}(x), K^{i+\tau}_{x} \partial_t B^i_{t,p}(x) \right) \left( B^i_{t,p}(y), B^i_{m,p}(y) \right) \times \left( B^i_{z,p}(z), B^i_{n,p}(z) \right) + \tau \left( \partial_t B^i_{t,p}(x), B^i_{t+\tau} \partial_t B^i_{t,p}(x) \right) \left( B^i_{t,p}(y), B^i_{m,p}(y) \right) \times \left( B^i_{z,p}(z), B^i_{n,p}(z) \right)$$

$$B^i = C \otimes D \otimes E.$$ (16)

In our model we assume that $K^{i+\tau}_{x}$ and $\beta^{i+\tau}$ are constant in a given time moment. Hence, our matrices at every time step are decomposed into three Kronecker product sub-matrices $B^i = C \otimes D \otimes E$. Namely, each sub-problem is equivalent to the three one-dimensional problems with multiple right-hand sides and can be factorized with a linear $O(N)$ computational cost. We refer to the Appendix for more details.

3. NUMERICAL RESULTS

In this section, we propose a three-dimensional model of coughing based on advection-diffusion equation. We describe the three-dimensional numerical simulation of coughing with an advection-diffusion model over a 3D cube shape domain representing the area of $500 \times 500 \times 500$ cm.

$$\frac{d u}{d t} - \nabla \cdot (K \nabla u) + \beta \cdot \nabla u = f.$$ (17)

In our equation we use the diffusion of the air $K = (0.25, 0.25, 0.25) \text{ cm}^2/\text{s}$. (18)

The advection-diffusion model requires assuming the velocity of the air $\beta$ as enforced by the coughing. The $\beta$ is assumed to be given by $\beta = w(t), (0, 0) \text{ cm} / \text{s}$ for $t \in (0, 0.2)$ [s] and $w(t) = 80 - 80 (t - 0.2) \text{ cm} / \text{s}$ for $t \in (0.2, 0.3)$ [s] and $w(t) = 0$ for $t > 0.3$ [s]. In other words, we assume the air velocity of $80 \text{ cm} / \text{s}$ for $0.2$ [s] that later goes down to $0$ within $0.1$ [s].

The source function models the volume of released particles potentially with pathogens. The source is defined as a ball located at $(1, 2.5, 2.5)$ [m] with radius $\tau = 0.15$ [m]. It is amplified by $s(t) = \max(1 - t/2)^2, 0)$, which is a function decreasing in quadratic way from 1 to 0 over a time interval $(0, 0.2)$ [s]. The concentration inside the initial ball is defined as $\phi(r^2)$, where $r = \min(\|x - (1, 0, 2.5, 2.5)\|/0.15, \phi(t) = (t - 1)^2 (t + 1)^2$.

The initial state is defined as the zero pathogens concentration in the entire domain.

The computational domain unit is centimeter [cm], the wind velocity $\beta$ is given in centimeters per second [cm/s], and the diffusion coefficient $K$ is given in square centimeters per second [cm$^2$/s]. The units for the solution are then kilograms per cubic centimeter [kg/cm$^3$].

We recall Theorem 1, where we provide sufficient conditions for the coercivity of the bilinear form. This allows us to estimate the coercivity constant that enters the Céa’s Lemma, which in this case, is a function of the time-step size $\tau$. To avoid instabilities, we want this constant to be as far away as possible from zero.

We have derived a simple MATLAB code to estimate the coercivity constant as a function of the time-step size $\tau$. The code allows selecting the time-step size that provides the maximum coercivity constant. In the MATLAB code, we consider $0.1$ [s] for the time unit and centimeter for the dimension unit. Thus, the diffusion in the horizontal direction $z$ since it has the minimal value of $K=2.5$ $\text{cm}^2/\text{s}$, affecting most of the stability of the simulation. We estimate also the $L^\infty$ norm of the advection function to obtain $\Delta = 8\text{ cm}$, which means that the maximum admissible value of $\Delta$ is 8 cm.

We plot the relationship between the time step size $\Delta$ and the coercivity constant $\tau$ in a range going from 0 to the maximum admissible value of $4 K / \beta^2$, with the span of 100 points.

$$K=2.5; \text{ cm}^2/\text{0.1s}\]
$$beta = 8; \text{ cm/0.1s}\]
$$tau = linspace(0,4*K \text{ / beta}^2,1);$$
$$y = K*tau + 1 - sqrt((1- K*tau)^2 + tau^2.*tau*beta^2);$$
$$plot(tau,y);$$

We have generated the plot presented in Fig. 1. The optimal value of $\tau$ corresponds to the maximum value of the coercivity constant. We have read the optimal $\tau = 0.1$ [s] $= 0.1$ [s]. As a result of that, we have obtained a stable simulation. We perform 100-time steps (which results in $5$ s of the total time), and we present the snapshots of the simulation in time steps 10, 20, 40, 60, 100, 200, 350, 500 in Fig. 2, 3.

![Fig. 1. Optimal values of time step size](image-url)
For the simulation purposes, we use the IGA-ADS parallel code [28], with destination the shared memory Linux cluster nodes. It utilizes the GALOIS framework [32] for the parallelization. The total simulation time was 120 minutes on a laptop with i7 6700Q processor 2.6 GHz (8 cores with HT) and 16 GB of RAM. Note that the alternating direction implicit solver uses a direct solver. It utilizes the Kronecker product structure of the matrix. It provided exact (up to the floating-point representation and round-off errors) numerical Gaussian factorization of the linear system of linear equations. In this sense, we do not present the iterations or the ADI solver’s convergence since it is executed only once. In other words, we can perform 500 Gaussian eliminations, each with 1,000,000 unknowns, on a laptop with eight cores, with the implicit method, within 2 hours.

4. CONCLUSIONS
In this paper, we analyzed the advection-diffusion model for the simulations of airborne pathogens mathematically. Simulating the propagation of pathogens in the air may have critical
Three-dimensional simulations of the airborne COVID-19 pathogens using the advection-diffusion model and alternating-directions implicit solver

applications in preventing the spread of the COVID-19 epidemic. In particular, the possibility of simulating such propagation enables experimental verification of preventive methods such as social distancing or covering the mouth and nose. We focused on an isogeometric finite element method simulations of the advection-diffusion problem with alternating directions implicit solver, resulting in ultra-fast, linear $O(N)$ computational cost of the simulator. The application of B-spline basis functions for approximation results in the smooth, higher-order approximation of the solution. The method has been verified on the three-dimensional advection-diffusion problem. We have shown that the problem is well-posed under the assumption of zero Neumann boundary condition, and we derive the formula to find a stable time step size. Our future work will involve the extension of the model to more complicated geometries. In particular, we plan to study the airborne pathogen in a realistic geometry setup. It is a common misunderstanding that the alternating-direction implicit solver is limited to simple tensor product geometries. Indeed, as it has been recently shown in [33], it can be used for simulations in extremely complicated geometries.
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5. APPENDIX: LU FACTORIZATION OF KRONECKER PRODUCT MATRICES
Let us assume that we want to LU factorize the system of linear equations

$$Mx = b$$

(19)

with $M = A \otimes B$, where $A$ is $n \times n$, $B$ is $m \times m$. From the definition of the Kronecker product we have

$$M = A \otimes B = \begin{bmatrix} AB_{11} & AB_{12} & \cdots & AB_{1m} \\ AB_{21} & AB_{22} & \cdots & AB_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ AB_{m1} & AB_{m2} & \cdots & AB_{mn} \end{bmatrix}. \quad (20)$$

The right-hand side and the solution vectors are partitioned into $m$ blocks of size $n$ each

$$x_i = (x_{i1}, \ldots, x_{in})^T$$

$$b_i = (b_{i1}, \ldots, b_{in})^T. \quad (21)$$

We can rewrite our system as a block matrix equation:

$$\begin{align*}
AB_{11}x_1 + AB_{12}x_2 + \cdots + AB_{1m}x_m &= b_1 \\
AB_{21}x_1 + AB_{22}x_2 + \cdots + AB_{2m}x_m &= b_2 \\
\vdots & \quad \vdots \\
AB_{m1}x_1 + AB_{m2}x_2 + \cdots + AB_{mn}x_m &= b_m
\end{align*} \quad (22)$$

Now, we factor out $A$:

$$\begin{align*}
A(B_{11}x_1 + B_{12}x_2 + \cdots + B_{1m}x_m) &= b_1 \\
A(B_{21}x_1 + B_{22}x_2 + \cdots + B_{2m}x_m) &= b_2 \\
\vdots & \quad \vdots \\
A(B_{m1}x_1 + B_{m2}x_2 + \cdots + B_{mn}x_m) &= b_m
\end{align*} \quad (22)$$

We multiply by $A^{-1}$ and define $y_i = A^{-1}b_i$. We have here one 1D problem $Ay_i = b$, with multiple right-hand sides

$$\begin{align*}
A_{11}y_{i1} + A_{12}y_{i2} + \cdots + A_{1n}y_{in} &= b_{i1} \\
A_{21}y_{i1} + A_{22}y_{i2} + \cdots + A_{2n}y_{in} &= b_{i2} \\
\vdots & \quad \vdots \\
A_{m1}y_{i1} + A_{m2}y_{i2} + \cdots + A_{mn}y_{in} &= b_{ni}
\end{align*} \quad (23)$$

Finally, in our family of problems

$$\begin{align*}
B_{11}x_1 + B_{12}x_2 + \cdots + B_{1m}x_m &= y_1 \\
B_{21}x_1 + B_{22}x_2 + \cdots + B_{2m}x_m &= y_2 \\
\vdots & \quad \vdots \\
B_{m1}x_1 + B_{m2}x_2 + \cdots + B_{mn}x_m &= y_m
\end{align*} \quad (24)$$

we consider each component of $x_j$ and $y_i$ to get a family of linear systems

$$\begin{align*}
B_{11}x_{i1}^j + B_{12}x_{i2}^j + \cdots + B_{1m}x_{in}^j &= y_{i1} \\
B_{21}x_{i1}^j + B_{22}x_{i2}^j + \cdots + B_{2m}x_{in}^j &= y_{i2} \\
\vdots & \quad \vdots \\
B_{m1}x_{i1}^j + B_{m2}x_{i2}^j + \cdots + B_{mn}x_{in}^j &= y_{mi}
\end{align*} \quad (25)$$

for each $i = 1, \ldots, n$. We have another 1D problem here with multiple right-hand sides $Bx_j = y_i$.

In the case of finite element method computations with matrices (16), the systems of linear equations (23) and (25) have multi-diagonal matrices with $2p + 1$ diagonals. This is because the one-dimensional B-splines of order $p$ span over $p + 1$ elements. The rows and columns in the one-dimensional matrices are related to particular B-splines, the entries are nonzero only if the B-splines from rows and columns overlap, and the maximum span of overlapping B-splines is thus $2p + 1$. The method generalizes into three-dimensions. Thus, these matrices can be factorized in $O(N_x p_x + N_y p_y + N_z p_z)$ where $N_x$, $N_y$, $N_z$ are the number of B-splines along $x$, $y$, and $z$ axis, $p_x$, $p_y$, $p_z$ are the B-splines orders. We have $N_x N_y N_z$ right-hand sides in steps representing the factorizations.
along $x$, $y$, and $z$ directions. Thus the overall computational cost is $O(N_{x}N_{y}N_{z}p_{x} + N_{x}N_{z}p_{y} + N_{y}N_{z}p_{x}) = O(Np)$ since $N_{x}N_{y}N_{z} = N$ and $p = \max\{p_{x}, p_{y}, p_{z}\}$.
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