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Mean error of a function of intermediary unknowns and observations
which are not the subject of adjustment in the system

In the paper the formula for equation of the observation correction is introduced, which also
includes observation terms, which are not the subjects of adjustment. The system of such type of
correction equations is the basis for calculation of intermediary unknowns, which are not only the
function of observations being the subjects of adjustment, but also of observations, which are not
deformed by corrections. The paper presents proofs of formulae for calculation of mean errors of
intermediary unknowns and functions of those unknowns for a considered case. An important general
conclusion results from those proofs: both, the mean error of the ith unknown, and the mean error of
the function of unknown, obtained from the discussed system of equations can not be smaller than the
corresponding error obtained form a system, which does not include those observations.

Presented formulae may be used in the case of adjustment of a connected network to higher
order points, which co-ordinates are considered as observations, which are not the subjects of
adjustment. Therefore we assume them as constant in a narrower range, i.e. we assume constancy of
their values after adjustment; however their mean errors are considered in accuracy analysis.

Derived formulae may be also used for calculation of mean errors of explicitly determinable
geodetic constructions connected to known points, if the influence of mean errors of co-ordinates of
those points on the mean error of a given function of unknowns is to be considered.

Let us assume that adjustment of n observations L® is performed in order to determine s
unknown X, with the use of a procedure of the intermediary method. However, besides
unknowns L%, X, observation equations contains also r observations C °® which are not the
subject of adjustment. Having mean errors m of observations L°°, which are to be adjusted and
mean errors M of observations C °°, which are not the subject of adjustment, we will intend to
derive formulae for the mean error of the ith unknown X; and the function E = E(X, C °b) of
unknowns X and observations C °°, which are not the subject of adjustment. Therefore, the idea
is to consider the mean errors M of observations C ® in accuracy analysis after adjustment of
the system.

Let us consider the ith observation equation of the discussed type:

I =FiX X, X, o CF,. . 0 (1)
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where:
=12 s 2)

and L is the ith adjusted observation.

Let us assume that we know approximate values of Xjo, Coo G = 1,2, ... ;s ; g = 1,2, ... ,r) of
unknowns X and observations C, which are differ from the proper values by x;, ¢,, i.e.:

Xj:on"l‘x}' 5 C,,=C(,0+Cq 3)

For the initial values Xj, C, we will develop the function F; into the Taylor series:

oF, oF, oF,
L :Fi(Xloszo’"wX:o’Clo’czov--wCro’)+'871x1+”a};x2+-~-+8—ths+ “
9F  OoF, oF,
+—te +—tc +..t—c,
ac. ' aC, aC.
We will introduce the symbols:
L™ = F,(X 0, X395 X0, Cgr Cy0-- Co)
OF, _ OF OF, __ OF, _. OF, _. OF _
=q,—= —L =5, — =i, — =2, — =, 5)

aC

r

=a,,——=b,,.., =S8,
X, ox, X, “ac, ac,

Remembering that the adjusted observation is the sum of the observation and the observation
correction

LY =L +v, (©6)
and having
L=l (7

basing on (4), we will obtain the equation of the ith correction in the form:

U, =gk +0% + .ot &, gt e tet i+ (8)
which free term
W, =he Ty +tie, +i )

is the function of r terms of observation terms c,, which have the mean errors M,, and of one
observation term /; of he mean error m;.
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We will equalise this equation in the following way: First of all, components of its both
sides will be divided by the mean error of the ith observation m;, and then every transformed
coefficient, which occurs with the variable ¢, will be multiplied by M,, ¢, will be divided by
M,. Thus, the following equation will be obtained:

V. a b. s, i g 0 & is e, 4
L=ty L, L M M, — M+ (10)
m; m, m, m, m, Lom; 5 m, M, m,
The following symbols will be introduced:
v a, b, B, [
Vi ==ty doo=ta Bt} 8, =ty L=y
m,; m,; m, m; m;
- i = (11)
7:l1M1._:le2. [—:l’M"C’ _ % .
1 k] 2 LA r ’ q ’
m, m, m; M,
which allow to write the equalised, ith correction equation in the form:
V.= Ax, +Bx,+..+Sx, +1C,+LC,+1,C. + L (12)
and, similarly, n such equations:
Vi=Ax +Bx% t.t5x +AC+AC+AC + L
V, = Ax, +Byx, +...+ S,x, + BC,+ B,C, +..+ B.C, + L, (13)
V, = Ax +B,x, +..+ S,x, + BC, + B,C, +...+ B.C, + L,
Marking of the following cracovians:
Vi X, AB,..S, L ) AA, .4,
V. x A,B,..S L C B,B,...B,
V=4 2bx={ *hA=4 2272 uL={ 2 4C=4 2hB=3 ' 7" L (4
‘/n xs Aan"'Sn Ln Cr NlNZ"‘Nr

allow to present the equalised system of correction equation in the following way:

V=xtA+CiB+L (15)
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where the free term U of the above cracovian equation
U=CB+L (16)
is a block of n rows and r+1 columns. Therefore we may simplify the notation of the relation:
V=x1A+U (17)

The normal equations, based on (17) have the form

xA’+UA =0 (18)
and they have the solution
X = —UA(AZ )
or, after association
x =-U{A?) A} (19)

Remembering the known notation

T=(A%)"7A (20)

we have

x =-UT (21)

i.e., after taking (16) into account
x=-(CB+L)T =-CBT-LT
or
x=-C(TB)-LT (22)

The above formula presents unknowns x as functions of equalised observation terms C, L.
Since
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x, =—C(TB), - LT,
the ith unknown is obtained by multiplication the observation cracovian C by the ith column of

the product TB and by adding the product of the observation cracovian L by the ith column of
the cracovian T; so we can write the formula for the mean error of the ith unknown:

m? = m2{[(TB), > +1(T),1*} 23)

It may be simply justified, that

T? =(A*)™
so:
(T)* =[(A*)™'], (24)
therefore we can write
m;, =mg ([(TB),1* +[(A*)™']; 25)

If observations, which are not the subject of adjustment, do not occur in correction
equations, the first term disappears and the known relation is obtained:

(my)'=mg[(A*)™'], (26)

It turns out that the mean error of the ith unknown obtained from adjustment of the system,
where observations, which are not the subject of adjustment appear, cannot be smaller than the
mean error obtained from the system in which such observations do not occur.

The formula (26) will be used when the coefficient m, is obtained from equalised
corrections

4%

n—s

m, = 27)

However, in the case of initial accuracy analysis, when exact values of mean errors assumed for
equalising are considered, the following formula will be used

m, =[(TB),1* +[(A*)"], (28)

since mgy = 1 in this case.
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Let us now assume that the following function is given
E=EX,X,,..X,,C",C>,.,C® (29)

which is the function of intermediary unknowns X and observations C*® which are not the
subject of adjustment. For already assumed initial values Xj,, Cp and after considering of
relations (3) it will be developed into Taylor’s series

oE oE oE
E= E(XIO’XZO""’XsO’ClO’CZO"“’CrO)_Fﬁxl +5(—7X2 'f'...'f‘aTVXY +
B ' (30)
+aEC+aEC+ +aEC
ac® ' acs T ace
The following notations will be introduced
oE oE
Ey = E(X 5, X g X s CiinCiapreaCog o= F i o= g, 1)
ox, “7ace
which will allow to write (30) in the following form
E= fi% + 2 ¥t [ + 808+ 80 ¥+ 8.6+ By (32)

E, is the constant, which does not influence the error of the function E. We will equalise the
function E, writing it in the form, which does not contain Ej

E= fx + L% Yot [ X + 2. M, ;I—'lJr g.M, ;f—’?+ g.M, ;[ (33)
Considering the assumed notation
gzﬁ (34)
q
and introducing the new notation
Gq - ngq (%)

we will obtain the following expression for calculation of E

E=fx%fx 4.+ LE G0 +6G,L; +..+0G0, (36)
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Notation of function cracovians
o ={fifo-- [ }:9G ={GG,..G,} 37
enables the cracovian notation of the function E
E=xf+CG (38)
After substitution of (22) which expresses x as the function of C, L. we will obtain
E =—{C(TB)-LT}f + CG = —C(TB)f - LTf + CG = C{G —f(BT)} — L(f:T)
So, we have
m; =m  {(f:T)* +[G —{(BT)]*}
and knowing, that
(fT? =f(AH)'f
we obtain the following formula for calculating mg
m; =mi{£(A")"' £ +[G - f(BT)]*} (39)
Obviously, in the case of initial accuracy analysis we will use the following formula
m: ={f(A*)"'f +[G - f(BT)]*} (40)

We should note that when observations, which are not the subject of adjustment do not occur in
the system, G = 0 and B = 0; from (39) the known formula for the mean error of the function of
intermediary unknowns is obtained

mi =f(A*)"'f 41

It turns out from here, that the mean error of unknowns and observations, which are not
being adjusted, cannot be smaller than the mean error of unknowns.

The above procedure can be also applied for systems, which are explicitly determined, if
from the set of observations s + r, s observations may be selected, for which it is possible to
arrange s observation equations of (1) type, out of which the ith equation presents the
observation L; (one observation) as the function of X, C, i.e. L°= F; (X,C).

Although the issue apparently remains in the sphere of abstraction, developed formulae may
be used for analysis of accuracy of the network connected to points of the higher order, after
adjustment performed with the use of the intermediary method, as well as for determination of
mean errors of functions of unknowns in constructions, which can be explicitly determined,
basing on given points. If, keeping unchanged values of co-ordinates of such points, we would
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like to consider their influence on interesting functions of variables, co-ordinates of tie points
should be assumed as observations, which are not the subject of adjustment. The algorithm is
slightly complicated, however it may become significantly useful in some cases.

In practice, the problem relies upon arrangement of correction equations of real
observations, with the consideration of co-ordinates of tie points as variables and with such
sequence of unknowns in the system of correction equation, that unknowns related to points
being determined and to tie points occur separately. After equalisation of the system according
to the described procedure, the normal equations are arranged basing on A, L blocks and the
block B, which concerns “non-adjusted” observations, i.e. co-ordinates of tie points, is used
only in the course of calculation of mean errors of given functions. It is obviously correct,
when, in the development into Taylor’s series, co-ordinates of given points are assumed as
equal to catalogue values, what usually happens. The procedure is illustrated by the following
examples.

Example 1.3 levelling lines were measured between points O and 3 and the following
values of height differences and corresponding mean errors were obtained:

hy=1001 m m; = 0.5 mm
h2= 1998 m n12=2mm
h3 =2999 m ms = 0.5 mm

Fig. 1
Levels of tie benchmarks 0 and 3 and their mean errors are equal to

Zy = 10000 mm My =2 mm
Z; = 16000 mm M;=0.5 mm
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To adjust this system by means of the intermediary method, with the assumption of stability of
tie points and to calculate mean errors of unknown heights Z; and Z,, considering errors of
levels of benchmarks Z;, Z; and the mean error of the difference in height 4 = Z, — Z;.
Approximate heights of points are equal to

Z1o = 11000 mm
Zyo = 13000 mm

We assume that levels of tie benchmarks are observations of known mean errors, which are not
the subject of adjustment. Approximate values of those observations are assumed as equal to
catalogue values, i.e. to given values, and correction equations will be arranged considering
height intervals of tie benchmarks. The initial, non-adjusted system will have the form

v = lZl C 022 . lZo + 02.3 +1
vy = —lz; + 075 + 079 + 0z3 +2

03=0z; — 1z, + 0zg + 123 -1

This system will be written in the simplified form

i 2 2 20 Z3 1
1 1 0 -1 0 1
2 -1 1 0 0 2
3 0 -1 0 1 -1

Since approximate values of non-adjusted observations are equal to “observed”, i.e. catalogue
values, so intervals zq, z3 are equal to zero, therefore two initial columns, assigned to unknowns
71, 22 and the column of free terms of the following equalised system will be used for
specification of the normal equations:

i 2 2 2 Z3 1

1 2 0 —4 0 2

2 0.5 0.5 0 0 1

3 0 =2 0 1 =2

in which the following blocks may be distinguished:
4 0 -4 0 2
1
A= 5 -1 1t B=¢ 0 OpL=41

0 -4 0 1 —2

They enable to solve the problem, since
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1 M 17 -1 17 1 21t 9 7

Al=|—1-1 1 :1{ }; (Az)“:i{ }; La=2 1hl g 1 :1{}

2 4|-117 72 117 2 219
0-4 -2/| 0 -4

thus the unknowns may be easily obtained

z| 1 717 1] 1 [128] [-0.8889
z | 144 l9f| 117] 144 160)  |-1.1111
not leaving the known algorithm of the intermediary method. However, mean errors of

unknowns Z; Z; will be calculated in an untypical way. Calculations should be based on
cracovians T and TB.

71 4 -1 0 68 4 17 1
T=(A)"cA = — 1 L6 16t=Ll-a 4
721117120 1 -4 144 36
- 4 -68 -1-17
17 1 ||-4 0
1 1 |[—-68 —4
TB=—1-4 44 00l=—
36 36 |- 1 -17
~1-17|| 01

which allow to calculate mean errors of unknowns

2 2 1 - 68 ’ 17 2 2
m, =myi— + -+ =my(3.5687+0.2361)=3.8048m,
36° |- 1 72

S I N G S U N )
m? =m2| - + -0t =m?2(0.2353+0.2361)=0.4614m’
36 |-17 72
Since equalised corrections have the values

Vi=0.2222; V,=0.8889; V3=0.2222

we can calculate the coefficient m

my = Wi = /0.8889 = 0.9428
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and the values of mean errors of unknowns

my = 1.8390 ;m,» = 0.6473

may be easily calculated.

Calculation of the mean error of the function 4 requires specification of function cracovians.
Since

A=2Z, -Z
S0
o4 4
—=0;—=1>7f=101
9z, oz, f=1}
S_A:_l;_E_JEI_:O; —tg={1 0}
Z, 0z
we have to equalise the cracovian g
tG={2 0}

Now the components of the formula (39) may be calculated
1 |0 =68 =1 1 |—4
f(BT) =— =
36 )L |—4=17] 36 |—17
—72 -4 -68
G—f(BT):_l_ _1 _1
36| 0 36(-17) 36| 17
{G -f(BT)} =3.7909

£(AY)f :L{OHN IHO}:L{ ) HO}:£=0.2361
AR

After substitutions we will obtain

m? =m?(3.7909+0.2361)=1.8920
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The advantage of this procedure is maintenance the standard dimension sxs of the table A”
and the scope of usefulness of the algorithm, which allows to use it for the analysis of accuracy
of adjusted systems as well as of systems, which are explicitly determined. It disadvantage is
related too complicated equalisation and the necessity to calculate transforming cracovians.

Example 2. Ina given open polygon the mean error of the tie benchmark no 0 is equal
to My = 2 mm and mean errors of observations, h;, h, are equal to m;= 0.5 mm and m, =
2 mm, respectively. To calculate the mean errors of the following functions:

1) of the Z,, Z, heights of the benchmarks no 1 and 2,

2) of the difference in height 4 = Z,~Z, of the benchmarks no 2 and 0,

3) of the difference in height d = Z,—Z, of the benchmarks no 2 and 1,
considering the influence of the error of he tie benchmark.

2

Fig. 2

The construction may be explicitly determined and the problem aims at calculation of mean
errors of the mentioned functions. So we arrange equations of intervals of observations #;,
making the height of the tie benchmark variable

1] 2 2 20 m;
1 1 0 -1 0.5
2 -1 1 0 2

2 M,

The system will be equalised and we will obtain after equalisation

! 2 2 20 m;
1 0 -4 0.5
2 -0.5 0.5 0 2

2 M,
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The following blocks will be distinguished in this system:

a~4{3 - ()

and we will obtain

Tocaryieaclft L[ 1] _1f4 4] 1
alt17j2lo 1 8lo16] 2

et g

04

So, according to (28) we obtain

m? =[(TB), > +[(A) ™), = (-2 +1/4=17/4; > m,, =17/2

m?, = [(TB),1* +[(A%)™"],, = (=2)* +17/4 =33/4; —» m_, =~/33/2

Calculation of the mean error of the function
A=7,-7;

requires calculation of function cracovians f,g

iAl—:();a_d_—_l; f= 4
0z, oz, 1

oA
™ ot wsly
2z, g=1-1}

Cracovian g is equalised by multiplication of its only element by the mean error of the

variable Z,
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G={-2}
G 1BT) = {-2}- {?Hi}{—z}:{—zh{z}:{o}

wrt=LE ol =44

m? =17/4 m,=17/2

Similarly the mean error of the function

d=72,-2,
1s calculated
-1
a_d:—l;a_dzl; f= ,_ad_:o’g:{O}’G:{O}
JzZ, 3z, 1" 9z,

so, as it may be seen, the cracovian G disappears and then

2—{—fBT}2+fA2 oo ~1 1+1 -1{{1 1][-1
my = CHBDHHADTI==20 v 1)
=il )
iy == =4, m, =2
4l16(] 1

In the case of the discussed, open levelling polygon, calculations may be controlled with the
direct use of Gauss law. Then we will obtain

SO

Z, =Z,+h; mi =M2+m?=4+1/4=17/4; m, =-17/2

Zy=Zy+h +hy miy =M2+m?>+m?=4+1/4+4=33/4; m,, =/33/2
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A=Z,~Z,=h +hymi=m?+ml =1/4+4=17/4;m, =~17/2

d=272,-Z =h,; my=m,=2

Results (in millimetres!) are identical, of course, with results obtained earlier.

REFERENCES

[1] HausbrandtS., Rachunek wyréwnawczy i obliczenia geodezyjne,(Adjustment calculus and surveying calculations—
in Polish), vol. II, PPWK, Warszawa, 1971.

[2] Skérczynski A., Rachunek wyréwnawczy, (Adjustment calculus—in Polish), PPWK, Warszawa, 1985.

[3] Skérezynski A., Podstawy obliczen geodezyjnych, (Fundamentals of surveying calculations—in Polish), PPWK,
Warszawa, 1983.

Received May 23, 2001
Accepted September 7, 2001

Aleksander Skorczynski

Blad $redni funkcji niewiadomych posredniczacych i obserwacji nie podlegajacych wyréwnaniu w ukladzie
Streszczenie

W artykule wyprowadzono wzér na réwnanie poprawki obserwacji, w ktdrym wystgpuja rowniez wyrazy
obserwacyjne spostrzezen nie podlegajacych wyréwnaniu. Uktad tego typu réwnan poprawek stanowi podstawe
obliczenia niewiadomych po$redniczacych, ktére sa nie tylko funkcjami obserwacji podlegajacych wyréwnaniu, lecz
takze obserwacji, ktérych nie znieksztalcono poprawkami. Praca zawiera dowody formut na obliczenie bigdow
$rednich niewiadomych posredniczacych i funkcji tych niewiadomych dla rozwazanego przypadku. Wynika z nich
wazny wniosek ogdlny: zaréwno blad sredni i—tej niewiadomej, jak i funkcji niewiadomych uzyskanych z omawianego
typu rownan nie moze by¢ mniejszy od odnos$nego biedu uzyskanego z uktadu, w ktérym te obserwacje nie wystepuja.

Podane wzory mozna wykorzysta¢ w przypadku wyréwnanie sieci dowiazanych do punktéw wyzszej klasy,
ktérych wspoéirzedne traktujemy jako obserwacje nie podlegajace wyréwnaniu. Przyjmujemy je wigc za stale w
wezszym zakresie tj. zaktadamy niezmienno$¢ ich wartosci po wyréwnaniu, jednak ich biedy Srednie uwzglgdniamy w
analizie doktadnosci.

Wyprowadzone formuty mozna réwniez wykorzysta¢ do obliczania blgdéw $rednich jednoznacznie wyznaczanych
konstrukeji geodezyjnych dowigzanych do punktéw znanych, jesli si¢ chce uwzgledni¢ wptyw bledéw srednich ich
wspotrzednych na biad sredni danej funkcji niewiadomych.
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Anexcanoep CkypublHbCKU

CpenHsisi KBapaTH4YecKast 0lIHOKa QYHKLHI MPOMEKYTOUYHBIX HEH3BECTHBIX
H Ha0JII0/IeH il He MOABEePraolMX BBIPABHHBAHHIO B CHCTHEMe

Peszwome

B cratee  BhiBeneHa GopMylna ypaBHHEHHS IIONpAaBKH HablI0JeHHH, B KOTOPOH TNPHCYTCTBYIOT TOXeE
HaOmio1aTebCKHE YIeHbl HE MO0JBEepralpoiHe ypaBHeHHMIo. CHCTeMa TOrO THNA YpaBHEHMH MNONpPAaBOK ABIAETCH
OCHOBOH /UIsi BHIYHCIIEHHS MPOMEKYTOUHBIX HEH3BECTHBIX, KOTOpbIE SABJIAIOTCA HE TOJBKO QYHKLUHAMH HaOMOIEHHH
MOJBEPraollHX YPAaBHEHHIO, HO TOXKe HaONIOJeHHH, KOTOpble He ObuiM AedOpMHpOBaHBI fOmpaBkaMH. B pabore
MpeICTaBIeHbl [0Ka3aTelabCTBAa (OPMYT BBIYMCIEHMS CPEJHHX KBAAPATHYECKHX OUIMOOK MPOMEXYTOYHBIX
HEH3BECTHBIX W QYHKLHH 3THX HEH3BECTHBIX /I PACCMATPHBAEMOro ciyyas. M3 HHX BbITEKAeT OueHb BaXKHbIH 001IHIL
BBIBOJ; KaK CpeIHss KBaApaTHueckas OlIMOKa u-0if HEH3BECTHOIH, Tak H QYHKUHMH HEM3BECTHBIX, MOJYYECHHbBIX H3
00Cy#/1aeMOro THINA ypaBHEHMii, HE MOXKET MOJIyYHThCA MEHbIIEH YeM COOTBETCTBYIOUIAA OIIMOKA, MONyYeHHas C
CHCTEMBI, B KOTOPOIii 3TH HaOJl0/IeH!s He MPHCYTCTBYIOT.

IToxoxne HOpMyJbl MOTYT ObITh HCIIOJIB30BAHBI B Clly4ae YPABHHBAHHSA CETH, MPUBA3AHHBIX K ITYHKTaM BbICLLIEro
psina, K KOOpAMHATAM KOTOPBIX MOAXOAMM Kak K HaOJIOJCHMSM HE MOABEPralollMM ypaBHHEeHHIO. Cle0BaTeNbHO
NpPHHHMAEM, YTO OHH MOCTOAHHBI B Ooee y3koM 06bEMe, T.¢. IPHHHMAEM NOCTOSHCTBO MX BEJHUYHH N0C/IE YPaBHEHHS,
OJIHAKO HX CPEAHHE KBAJPATHUYECKHE OLIMOKH YUHTHIBAEM B aHANH3E TOYHOCTH.

BoiBeneHHbIe HOPMYNIBI MOTYT ObITH TOXE MCMOJB30BAHbI [ BLIYHCICHHS CPEHHX KBAaJAPAaTHYECKHX OMIHOOK
OJHO3HAYHO ONpeJeNeHHbIX Ie0Ae3HYECKUX KOHCTPYKUMH, NPHBA3AHHBIX K HM3BECTHBIM I1YHKTaM, KOTIa XOYeTCs
Y4YMTBIBATh BIHAHHE CPEIHHX KBAAPATHUYECKUX OLIMOOK KOOPAMHAT ITHX KOHCTPYKLHH Ha CPEIHION KBAJPaTHYECKYIO
owHOKy 1aHHOH QYHKLHH HEH3BECTHBIX.



