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Abstract: Memory trace is an effect of temporary arousal (perception, experience, action) that causes 
a specific change in the nervous system. Memory allows to record and recall various information, thus 
enabling to learn new things. It is an extremely active and dynamic process. The influence of emotions on 
memory is obvious, largely determined by the close cooperation of the amygdala (responsible for emo-
tions) and the hippocampus (memory processes).  
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Memory can be defined as an ability to acquire, process, store and restore information. 
The essence of memory is the creation of permanent changes in the nervous system 
called memory trace. Memory formation consists of several phases: information pre-
servation (memorization), information storage in the nerve cells responsible for it, 
information restoration (recall) and recognition of information type [1]. Due to dura-
tion of memory trace, three types of memory are classically distinguished: sensory, 
short-term memory (STM) and long-term memory (LTM). The mechanism of mem-
ory formation is complex, and virtually the entire central nervous system (CNS) is 
involved. Nerve impulses reaching the brain trigger many effector reactions in the 
nerve cells located in distant parts of the brain. The process involves the old and new 



cortex, numerous brain centers and the hippocampus, which is the most important 
structure related to the anatomy of memory. Damage to the hippocampus usually 
causes the most severe memory impairment. The frontal lobe is the center of short- 
term memory while temporal lobe is the center of long-term one. New information is 
stored in the prefrontal cortex and following sent to the hippocampus — it is there 
where it undergoes processing and is preserved in the form of protein engrams in 
various centers of cerebral cortex [2]. 

When reviewing recent scientific research, a certain tendency and its direction can 
be noticed. Much of the research was devoted primarily to understanding biological 
mechanisms that make up memory and contribute to its storage. Studies on temporal 
lobe-dependent memory performed on vertebrates such as Aplysia californica and 
Drosophila melanogaster prove that molecular changes at all levels (post-translational, 
translational and transcriptional) have a significant impact on the formation of LTM 
[2–4]. In the near future, it seems necessary to take up steps in order to elucidate 
molecular mechanisms within RNA (e.g. RNA binding proteins, epigenetic regulation 
of RNA), which are responsible for the regulation of consolidation over individual 
systems and finally for the durability of LTM. The latest research techniques such as: 
iDISCO, CLARITY, in vivo optical protein control, epigenetic markers, gene editing 
and in vivo transcriptional imaging are supposed to help in understanding better the 
patterns of memory storage over time. That would allow to select effective methods of 
treating memory disorders (e.g. Alzheimer’s disease, age-related memory loss, post- 
traumatic stress disorder) [5]. 

Creating memory trace 

Memory is the result of chemical changes that take place in the nerve cells of the brain. 
Depending on severity and intensity of the stimulus, synaptic connections between 
neurons are stimulated. Continuous synaptic enhancements keep neural connections 
working together, making them much more efficient. This mechanism, which is the 
basis for the formation of memory trace, can be simply described as a new quality in 
the nervous system, created as a result of stimulation, lasting for a specified period of 
time. Research conducted in the USA has shown that noticeable parallel changes in 
the regions of postsynaptic and presynaptic membranes are the result of long term 
strengthening in the microstructures of synapses [6]. 

A memory trace is the product of various sensations induced by perception, 
experience, or action. It is created by an electric impulse (information) travelling from 
one synapse to the other. In this process, between the synapses, a memory trace (a 
place where information is exchanged) is formed, expressed as a chemical substance. 
The quality of the trace increases with multiple repetitions and especially when the 
process is accompanied by emotions. The formation traces is a continuous cycle. 
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While coding one, perception of the stimulus produces new, unstable engram. During 
consolidation, it is strengthened, given stability features and integrated with the ex-
isting layers of knowledge [7, 8]. 

Brain plasticity 

The brain is one of those organs that works continuously. The slightest gesture, 
movement or thought activates millions of neurons. Each sensation initiates a new 
neural connection—if the brain considers it important, it will be remembered. At the 
level of nerve cells, formation and elimination of such connections is called synaptic 
plasticity [9]. 

The brain is most adaptable in its early stages of development. The functional 
changes are accompanied by those on the structural level. All those generated struc-
tural changes are the result of initial strengthening of the available neuronal networks. 
Numerous research in the area of cortical map reorganization suggests that there are 
no inactive sites in the brain. Regions not responding to external stimulation are 
rapidly being taken over by the surrounding neighborhoods. There is a view that this 
organ operates according to the “use it or lose it” principle [10]. For example, taxi 
drivers showed enlargement of the posterior parts of the hippocampus — that is 
regions of spatial memory allocation. It is believed that constant training of a given 
type of memory contributes to the above-average growth of the region directly re-
sponsible for it [11]. A similar relationship between the enlargement of the area 
responsible for the language (the posterior area located in the lower parietal cortex) 
was found in bilingual people [12]. The plasticity mechanism is best illustrated in an 
experiment in which small cats had one eyelid sewn together. It turned out that the eye 
that remained open stimulated more cells than usual in the brain, and after the 
previously covered eye was exposed, there was a permanent loss of spatial vision 
(amblyopia) [13]. 

Practical dimension of brain plasticity is especially important for one’s health and 
his development. It is important to strengthen the connections that support learning 
process and those responsible for desired reflexes or useful habits, as well as weaken 
the connections that will further result in addiction. 

According to the Atkinson-Shiffrin’s model, sensory, short-term and long-term 
memory can be distinguished. In the process of remembering, first of all, all data goes 
to sensory memory, which has a large capacity but a relatively short storage time 
(several hundred milliseconds). Therefore, its content must be transferred to short- 
term memory, often called the working one [14]. 

The sensory phase described by Sperling is conditioned by the activity of the 
impulse that stimulates neurons towards action [15]. The author focused on the 
importance of the visual (iconic) form of sensory memory. Research in that field 
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was carried out by Vandenbroucke et al., emphasizing enormous possibilities of hu-
man visual perception. The input data captured by the retina of the eye is stored for 
a short time in order to allow attention processes to focus perception on a specific 
feature of the stimulus so that it can be seized and further remembered [16]. Haber 
proved in 1983 that the mechanism described above can occur, but only when the 
object is not in motion [17]. 

Short-term memory, on the other hand, has small capacity — information is stored 
for a maximum of one minute. It is easily disturbed, both as a result of various diseases 
and under the influence of strong stimuli. For about a minute, without preserving in the 
mind, we remember fleeting events or facts that caught our attention. Making use of such 
record is not complicated due to its limitation and constant availability of consciousness. 
Along with the development of neuroimaging, scientists were able to locate brain regions 
responsible for main STM components (Table 1) [18].         

The actual memory segment with great data storage capacity is the long-term mem-
ory. The key role in this case is played by neurotransmitters and engram-forming 
proteins isolated from the hippocampal neurons of the Californian snail, which is an 
extremely convenient model to study due to its specific anatomical and cellular structure 
(20,000 large nerve cells). In mice, it was possible to recognize the type of protein (CREB) 
which is the carrier of LTM. Research proves its presence in all animal brains [2]. 

The sequence of events of the memory process is initiated by sensory memory, 
which in a few hundred milliseconds can record many details of an image. Seconds 
later, STM can perceive only a small number of them. Few days later, only the essence 
of what was observed before is remembered. LTM has a large capacity for images. 
Standing in his study showed the participants 10 000 images, each for a few seconds. 
Some of them were remembered with an accuracy of 83% [19]. 

Despite the fact that memory itself, considered to be permanent, has no time limit 
— all information can stay there as long as they are useful — such limitations occur at 
the stage of recording the memory trace [20]. To be effective, this process should take 
no more than a minute — after that time the record will be lost. In this case, memory 
cannot be improved by training, it can only be improved by stimulating the nora-
drenergic system [3]. Even if written in a permanent form, it is initially quite unstable 
and can be easily disturbed by pharmacological factors (long-term use of benzodia-

Table 1. Structures responsible for short-term memory [18]. 

VERBAL SIGNS SPATIAL SIGNS VISUAL SIGNS 
— left inferior frontal cortex 
— left parietal cortex 

— right posterior dorsal frontal cortex 
— right parietal cortex 

— left inferior frontal cortex 
— left parietal cortex 
— left inferior temporal cortex 
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zepines, statins, opioids), molecular (within synapses or neurons) or behavioral (cog-
nitive abilities, emotions, personality traits) [2–4]. 

For more efficient memory recall, all information is coded according to its char-
acteristics. Every image captured by the senses is processed in such a way that it is 
possible to recreate its meaning. The process of strengthening and stabilizing memory 
is known as its consolidation. Recent research suggests that it is possible to lose the 
durability value again as a result of activating the content in the recall process. How-
ever, instability does not last long and memory may return to its initial state during 
the reconsolidation phase [21]. The process of consolidation and reconsolidation takes 
place in a rather uneven environment, therefore it is possible to strengthen and 
weaken the memory trace. Even though, latest research emphasizes the meaning of 
multiple consolidation through active restoration and recall of the saved data, which 
extends the duration time of their availability. The activated stimulus (scene or sound) 
can recall facts recorded many years before [22]. 

A disappearing memory trace can be refreshed by a repetition technique. March-
etti pointed to the importance of attention as a mechanism capable of dealing with 
limitations of human perception systems responsible for creating memory. Attention 
allows for a selective choice of quantitatively assimilable information. It selects and 
intensifies data that can be combined in different ways to build theoretically unlimited 
chains of constructs [23]. In some models, attention is assigned with the role of 
a separate element in the system with a supervisory status. 

Despite the distinction between short- and long-term memory made by Donald O. 
Hebb in the 1940s, there are still many concepts that associate them into one process 
[24]. However, no reliable studies to unequivocally confirm this theory have been 
conducted [25]. 

It was possible, however, to identify an element considered to be a connection 
between STM and LTM in complex cognitive processes. According to some models, 
this function is performed by working memory (WM). WM can be described as an 
ability of temporary preservation and manipulation of information that is held activated 
for later usage in associated cognitive tasks. The three kinds of memory (STM, LTM and 
WM) are greatly interconnected to such an extent that they cannot work independently 
in any cognitive procedure. WM processes new information from STM as well as 
retrieves/puts in information from/to LTM contiguously. It suggests that WM connects 
STM and LTM and plays an important role in complex cognitive processes. For instance, 
during the task of calculation, STM is involved in storing the individual digits and their 
place within the number while WM retrieves arithmetic skills (addition or multiplication 
table) from LTM to manipulate the numbers in a proper order. Nie et al. [26], using 
functional magnetic resonance imaging (fMRI), located the areas of the brain responsible 
for these types of memory for numerical figures. The study was performed on a relatively 
small sample of respondents using three types of memory tasks for numbers. The results 
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showed variable patterns of activation in various cerebral areas responding to different 
types of memory tests. It was found that the most highly activated regions of STM for 
digits are localized in the visual cortex with mild right hemispheric predominance, and 
encoded by visual representation. On the other hand, LTM was encoded by semantics 
and activated left frontal cortex; the left hemispheric predominance was found. An 
important role of the subcortical structures (e.g. caudate nucleus and the marginal 
division of the striatum) in WM was also confirmed [26]. 

According to Alberini, STM is based on existing networks and post-translational 
modifications, while LTM is rather based on functional and structural changes in 
neural networks [27]. Any damage to certain brain structures provides more and 
more evidence supporting the thesis about the autonomy of both types of memory. 
People with parietal and temporal lobe abnormalities reveal short-term phonological 
predisposition deficit with no consequences for LTM. On the other hand, it is often 
found that in case of damage to the medial temporal lobe (MTL), LTM becomes 
disturbed while the functioning of STM is still preserved [28]. 

Emotions and memory 

Memory largely depends on the load of positive or negative emotions evoked by a specific 
event. When the situation is exceptional, its potential for influencing the senses differ 
from usual state, an appropriate memory mechanism records the event with the image 
accuracy. Therefore, events with high emotional burden are remembered in detail after 
many years. Many of the described theories on emotional memory enhancement focus 
indeed on the level of stimulus arousal (words, images). A positive effect has been 
achieved in behavioral (the words “taboo” as a reinforcing element) [29], neuropsycho-
logical (evaluation of patients after temporal lobectomy) [30] and radiological (the in-
fluence of emotional stimuli in elderly people and people with dementia) aspect [31]. It 
should be noted, however, that the stimulation of emotional elevation through an event 
may affect the persistence of its memory. The evidence suggests that the details of 
negative events are better remembered than those with positive meaning or neutral ones. 
However, there are several studies which reveal that the mechanism of emotional re-
inforcement also applies to positive stimuli [32]. Positive impressions tend to be more 
distorted than negative ones. Presumably, emotional intensification of memory is the 
result of a more effective consolidation of memory traces as well as the modeling effect of 
the amygdala on the hippocampus. More efficient coding of this type of experience can 
directly strengthen the engram and later on its faster recognition. There is evidence that 
they automatically attract attention, but such interaction only occurs when the amygdala 
is properly structured and functioning [33]. 

For a person with their own internal sense of health assurance, a picture or 
description that somehow destroys it, will certainly not be pleasant. For example, 
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prohibition signs in various forms are constructed to evoke emotions that can be 
firmly encoded deep in the mind. In repeated, even superficial, contact with the 
warning product, substance or place in order to emphasize the effect of reception this 
coded data will be revived and recalled. Within time even emotional facts become 
distorted. Consistency in the portrayal of events is an individual trait. Not all those 
who have seen a warning that generated negative emotions will be able to identify 
when they saw it for the first time and where they came into contact with it [34]. 
A person who has seen, for example, a sign prohibiting the consumption of alcohol in 
pregnancy on television, may claim after a few months that the sign was shown by 
their father who commented on its meaning. Various signs and symbols are used to 
enforce or change our behavior patterns. It seems important to understand the psy-
chological mechanisms that make it possible. 

E. Scott Geller [35] formulated the following thesis: 
• any alerts are more effective when they are in close proximity to the point where 

expected behavior change is desired 
• they clearly state the intentions of the regulator or at least suggest an alternative 

solution 
• the expected response is acceptable to the recipient 
• information is presented in simple, clear language. 

There is no consensus on the universality of this principle. General guidelines for 
the development of warnings have been provided, but they do not specify their effec-
tiveness once being followed. Understanding and decision making are the two psy-
chological key processes that characterize effective labeling. With regard to commonly 
known signs, even the obviousness of the purpose for their introduction does not 
affect effectiveness [36]. 

There is a view that emotional memory is characterized by a subjective freshness 
of remembering, not the details of it. The release of stress hormones contributes to the 
categorization of the received stimuli. It has been proved that stress changes morphol-
ogy of neurons, suppresses their proliferation and reduces the volume of the hippo-
campus [37]. Injection of high doses of corticosteroids to rodents in a stressful en-
vironment caused disturbances in spatial memory, which is directly monitored by the 
hippocampus. It is assumed that this situation is caused by the mechanism of DNA 
methylation and histone modification in the hypothalamic-pituitary-adrenal axis [38]. 
In addition, memory activation occurs when corticosteroids and norepinephrine are 
released, initiating interactions in the proper structure of amygdala with other areas 
important for sensory and mnemonic processing. Anderson et al. believe that even 
briefly coexisting emotional and neutral events are coded more persistently [39]. At 
neuronal level, during the neuroimaging examination, one can observe a correlation 
between the level of the activity of amygdala and hippocampus in the processing of the 
emotional signal, as well as when recalling this modulated information in fronto- 
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orbital cortex [40]. The hippocampus, as a core element in building memory, is 
systemically connected to other collaborating centers. Every damage to the hippocam-
pus directly converts into disorders within the centers. It is known that glial cells are 
involved in the processing and memory storage, still the underlying mechanism has 
not been fully understood. Their number was found to be above average in the brain 
of famous people (e.g. Einstein) [2]. Astrocytes contribute to the release of the so- 
called gliotransmitters (substances with a chemical structure similar to neurotrans-
mitters). The studies found that astrocyte-defective mice could not distinguish be-
tween new things in their environment [41]. On the other hand, another experiment 
proved the impact of astrocytes disturbance on consolidation of memories and LTM. 
For this purpose, the rodent was deprived of the inositol 1,4,5-trisphosphate receptor 
type 2 (IP3R2) located in astrocytes, which acts as a link to other cells via calcium 
channels. At first, no cognitive difference was observed compared to the control 
group. However, after 2–4 weeks, individuals without the IP3R2 receptor made twice 
as many errors as those in the control group [42]. 

It should be noted that each situation is accompanied by a store of emotions, 
usually dependent on details, in normal circumstances even impossible to trace. The 
way some information is perceived differently, as mentioned above, is related to the 
course of its processing during the encoding. Over time, even emotional facts become 
distorted, but the consistency of the portrayal of events is an individual trait. 

Summary 

Memory creation is a dynamic process comprising several steps (encoding, consolida-
tion, recovery, storage). The past two decades have enabled scientists to understand 
significantly the molecular and cellular mechanisms that occur in the brain during 
various phases of memory formation. This knowledge greatly enables the search for 
new methods of combating pathologies such as post-traumatic stress disorder (PTSD), 
anxiety, phobias and addictions. Nevertheless, the biology of memory formation, 
especially occurred in early stages of the development of the above-mentioned dis-
eases, has not been fully understood. 

Memory has a unique ability to store and recall information at a later time. It is an 
indispensable element of cognition and understanding the rules of the surrounding 
reality. Memories play an important role in the life of every individual, they control 
emotions, stimulate thinking, and influence decision making. Each day an individual 
receives a lot of information, mostly in the form of images or sounds. Some of it is 
important, worth coding in the mind, while others become negligible and lead to 
creating unnecessary burden. Even those data stored in memory resources are recalled 
selectively. Some of them are found and used in various processes while others are 
simply ignored. 

40 Paulina Fałek, Artur Fałek, et al.  



Conflict of interest 

None declared. 

Abbreviations 

LTM — long-term memory 
STM — short-term memory 
WM — working memory 

References   

1. Vetulani J.: Mózg: fascynacje, problemy, tajemnice. Homini, Kraków 2010; 183–229.  
2. Domżał T.M.: Pamięć w neurologii: zaburzenia, diagnostyka i leczenie. Forum Medycyny Rodzinnej. 

2013; 7 (4): 155–164.  
3. Gerardin E.: Morphometry of the human hippocampus from MRI and conventional MRI high field. 

Université Paris Sud-Paris XI, 2012. English. ffNNT: 2012PA112375ff.  
4. Bisaz R., Travaglia A., Alberini C.M.: The neurobiological bases of memory formation: from 

physiological conditions to psychopathology. Psychopathology. 2014; 47: 347–356.  
5. Asok A., Leroy F., Rayman J. B.: Molecular mechanisms of the memory trace. Trends in 

Neurosciences. 2019; 42 (1): 14–22.  
6. Antonova I., Fang-Min Lu, Zablow L., Udo H., Hawkins R.D.: Rapid and long-lasting increase in sites 

for synapse assembly during late-phase potentiation in rat hippocampal neurons. PLoS One. 2009; 
4: e7690.  

7. Rasch B., Born J.: About Sleep’s Role in Memory. Physiological Review. 2013; 93: 681–766.  
8. Holcman D., Schuss Z.: Time scale of diffusion in molecular and cellular biology. Journal of Physics A: 

Mathematical and Theoretical. 2014; 47 (17): 28.  
9. Kennedy M.B.: Synaptic signaling in learning and memory. Cold Spring Harbor Perspectives in 

Biology. 2016; 8 (2): a016824. 
10. Rymarczyk K., Makowska I., Pałka-Szafraniec K.: Plastyczność dorosłej kory mózgowej. Aktualności 

Neurologiczne. 2015; 15 (2): 80–87. 
11. Maguire E.A., Woollett K., Spiers, H.J.: London taxi drivers and bus drivers: a structural MRI and 

neuropsychological analysis. Hippocampus. 2006; 16: 1091–1101. 
12. Richardson F.M., Price C.J.: Structural MRI studies of language function in the undamaged brain. 

Brain Structure and Function. 2009; 213 (6): 511–523. 
13. Giffin F., Mitchell D.E.: The rate of recovery of vision after early monocular deprivation in kittens. 

The Journal of Physiology (London). 1978; 274: 511–537. 
14. Camina E., Güell F.: The Neuroanatomical, Neurophysiological and Psychological Basis of Memory: 

Current Models and Their Origins. Frontiers in Pharmacology. 2017; 8: 438. 
15. Sperling G.: The information available in brief visual presentations. Psychological Monographs. 1960; 

74: 1–30. 
16. Vandenbroucke A.R.E., Sligte I.G., Barrett A.B., Seth A.K., Fahrenfort J.J., Lamme V.A.F.: Accurate 

metacognition for visual sensory memory representations. Psychological Science. 2014; 25: 861–873. 
17. Haber R.N.: The impending demise of the icon: a critique of the concept of iconic storage in visual 

information processing. Behavioral and Brain Science. 1983; 6: 1–54. 
18. Jonides J., Lewis R.L., Nee D.E., Lustig C.A., Berman M.G., Moore K.S.: The mind and brain of short- 

term memory. Annual Review of Psychology. 2008; 59: 193–224. 
19. Standing L.: Learning 10,000 pictures. Quarterly Journal of Experimental Psychology. 1973; 25: 

207–222. 

Information impact on synaptic arousal and formation of permanent memory trace 41 



20. Ogmen H., Herzog M.H.: A New Conceptualization of Human Visual Sensory-Memory. Frontiers in 
Psychology. 2016; 7: 830. 

21. Alberini C.M., Ledoux J.E.: Memory reconsolidation. Current Biology. 2013; 23: R746–750. 
22. Nader K., Hardt O.: A single standard for memory: the case for reconsolidation. Nature Reviews 

Neuroscience. 2009; 10: 224–234. 
23. Marchetti G.: Attention and working memory: two basic mechanisms for constructing temporal 

experiences. Frontiers in Psychology. 2014; 5: 880. 
24. Morris R.G.: D.O. Hebb: The Organization of Behavior, Wiley: New York; 1949. Brain Res Bull. 1999; 

50 (5–6): 437. 
25. Norris D.: Short-term memory and long-term memory are still different. Psychological Bulletin. 2017; 

143 (9): 992–1009. 
26. Nie J., Zhang Z., Wang B., et al.: Different memory patterns of digits: a functional MRI study. Journal 

of Biomedical Science. 2019; 26 (1): 22. 
27. Alberini C.M.: The role of protein synthesis during the labile phases of memory: revisiting the 

skepticism. Neurobiology of Learning and Memory. 2008; 89: 234–246. 
28. Eriksson J., Vogel E.K., Lansner A., Bergström F., Nyberg L.: Neurocognitive Architecture of Working 

Memory. Neuron. 2015; 88 (1): 33–46. 
29. MacKay D.G., Shafto M., Taylor J.K., Marian D.E., Abrams L., Dyer J.R.: Relations between emotion, 

memory, and attention: Evidence from taboo Stroop, lexical decision, and immediate memory tasks. 
Memory & Cognition. 2004; 32: 474–487. 

30. Burton L., Vardy S.B., Frohlich J., Dimitri D., Wyatt G., Rabin L.: Affective tasks elicit material-specific 
memory effects in temporal lobectomy patients. Journal of Clinical and Experimental Neuropsychol-
ogy. 2004; 26: 1021–1030. 

31. Döhnel K., Sommer M., Ibach B., Rothmayr C., Meinhardt J., Hajak G.: Neuronal correlates of emotional 
working memory in patients with mild cognitive impairment. Neuropsychologia. 2008; 46: 37–48. 

32. Talmi D., Luk B.T.C., McGarry L.M., Moscovitch M.: The contribution of relatedness and distinct- 
iveness to emotionally-enhanced memory. Journal of Memory and Language. 2007; 56 (4), 555–574. 

33. Rothermund K., Wentura D., Bak P.M.: Automatic attention to stimuli signalling chances and 
dangers: Moderating effects of positive and negative goal and action contexts. Cognition & Emotion. 
2001; 15: 231–248. 

34. Neisser U., Harsch N.: Phantom flashbulbs: false recollections of hearing the news about Challenger. 
In: Winograd E., Neisser U. eds. Affect and accuracy in recall: Studies of ‘flashbulb’ memories. 
Cambridge University Press, New York 1992; 9–31. 

35. Geller E.S., Farris J.C., Post D.S.: Prompting a consumer behavior for pollution control. Journal of 
Applied Behavior Analysis. 1973; 6 (3): 367–376. 

36. Meis J., Kashima Y.: Signage as a tool for behavioral change: Direct and indirect routes to 
understanding the meaning of a sign. PLOS One. 2017; 12 (8): e0182975. 

37. Wirth M.M.: Hormones, stress, and cognition: The effects of glucocorticoids and oxytocin on 
memory. Adaptive Human Behavior and Physiology. 2015; 1: 177–201. 

38. Kim E.J., Pellman B., Kim J.J.: Stress effects on the hippocampus: a critical review. Learning & 
Memory. 2015; 22 (9): 411–416. 

39. Anderson A.K., Yamaguchi Y., Grabski W., Lacka D.: Emotional memories are not all created equal: 
evidence for selective memory enhancement. Learning & Memory. 2006; 13 (6): 711–718. 

40. Zhu J., Nelson K., Toth J., Muscat J.E.: Nicotine dependence as an independent risk factor for 
atherosclerosis in the National Lung Screening Trial. BMC Public Health. 2019; 19: 103. 

41. Lee H.S., Ghetti A., Pinto-Duarte A., Wang X., Dziewczapolski G., Galimi F., Huitron-Resendiz S., 
Pina-Crespo J.C., Roberts A.J., Verma I.M.: Astrocytes contribute to gamma oscillations and 
recognition memory. Proccedings of the National Academy of Science of the United States of 
America. 2014; 111: E3343–E3352. 

42. Pinto-Duarte A., Roberts A.J., Ouyang K., Sejnowsk T.J.: Impairments in remote memory caused by 
the lack of Type 2 IP3 receptors. GLIA. 2019; 67 (10): 1976–1989. 

42 Paulina Fałek, Artur Fałek, et al.  


	Creating memory trace
	Brain plasticity
	Emotions and memory
	Summary
	Conflict of interest
	Abbreviations
	References

