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Vast volumes of data are constantly flowing across 
telecommunications networks, including the 
Internet. Every time a user connects to a webpage, 
a bitstream flows across the network to his or her 
computer 

Text, images, music, films, telephone calls - all this 
content is transmitted digitally. Networks are also used for 
distributed calculations that require communication be 
tween computers. All such transmitted bits are organized 
into larger units - packets of data - containing their desti 
nation address. Their transport is supervised by communi 
cations protocols striving to detect potential transmission 
biases and find a better route between the sender and the 
recipient, usually via intermediate nodes. 

Fast and reliable 
The speed of network operation means that there are 

many bits and packets en route between different nodes. 
Time of transmission between a given pair of nodes can 
be calculated easily when the distance between them 
and the speed of transmission along the connection are 
known; however, the waiting time at each is unknown. 

The movement of packets across a network can be 
compared to road traffic: streams of vehicles traveling 
along routes of varying capacity. The flow is highly ir 
regular; the intensity of traffic across a typical connec 
tion varies with time. Since each node can be reached 
by many routes in the network, and acts as a switch 
directing the arriving packets to their output paths, the 
packet stream in a given direction frequently exceeds a 
node's output capacity. In this event, incoming packets 
get queued up: they are saved in buffers and sent accord 
ing to network availability. This may result in backlogs, 
which again have an analog in road traffic: packets/ve 
hicles get held up in such a queue before they can start 
moving again. Estimating the waiting time is extremely 

important, since users need the transmission time to be 
as short and repeatable as possible. 

Reliability of transmission is equally important; when 
a packet queue buffer is full, further incoming packets 
will not be saved. The Internet transmission control pro 
tocol (TCP) tries to deal with this to ensure the reliability 
of transmission: the recipient confirms when packets 
are received, and if such confirmation is not received, 
the packet is sent out again. However, this in itself may 
introduce further delays, and during "live" transmissions 
it is not always needed; packets which arrive late have 
already caused a certain irreparable disruption to the 
transmitted sounds or images, and are likely no longer 
useful. As such, it is important to maintain network con 
ditions that minimize the likelihood of packet loss. 

Network nodes classify packets by higher and lower 
priority, and prioritize sending them accordingly to 
provide a higher quality of service. It is also possible 
to reserve a certain capacity along the entire route be 
tween the sender and the receiver, although this is not a 
particularly effective solution across the entire network. 
Network operators must seek a compromise: on one 
hand, it is important that a network be used to the best 
of its capacity; on the other, the more a network is being 
used, the more the quality of service may drop (with node 
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Changes in Intensity of packet movement over time. Measurements taken 
at the PAS Institute of Theoretical and Applied Informatics; horizontal axis: 
packet number; vertical axis: time interval In seconds between packets 
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queues potentially building up, increasing the likelihood 
of overload), resulting in poor client satisfaction. 

Queue modeling 
Network design and development can be assisted 

by modeling techniques. Queuing theory has proven 
useful for describing traffic intensity across computer 
networks. The basic model examined here is as follows: 
clients approach a service point at time intervals which 
are a known random variable (described by a certain 
probability distribution) and are queued up waiting to be 
served; service time is also random. It is necessary to de 
fine the distribution of queue length, that is the probabil 
ity that the queue is empty or that it contains 1, 2, or n 
clients, the probability distribution for waiting time, and 
the probability of a queue with a finite capacity becoming 
overfilled. Service points can be interconnected to make 
a network by defining client routes between them. 

Queuing models have been constructed for various 
applications. Apart from the obvious - where clients are 
people and service points are real-Life locations such as post 
office counters or supermarket checkouts - there are many 
other interpretations; the "clients" might be ships docking 
at ports (here, "service time" is the unloading time), parcels 
sent to warehouses (storage time), or vehicles arriving at 
junctions (the time taken to cross). In telecommunications, 
queuing models have been used for around a century, since 
Erlang and Molina first used them to describe the operation 
of telephone exchanges: such an exchange is able to serve 
a given number of connections, where clients are the people 
making the connections, and service time is the duration of 
each conversation. In this instance, it is necessary to define 
the probability that all channels will be busy and a given 
client might not be served. 

Today, queuing models in communications require 
increasing computational resources; we are interested in 
quantitative calculation results referring to specific net 
works and their parameters. The community working on 
issues of Internet traffic is huge, including organizations 
measuring traffic flow as well as national and interna 
tionals institutions and programs aiming to improve the 
principles of transmission in communication protocols. 
The Polish Future Internet Engineering project, for in 
stance, encompasses nine universities, PAS institutes, 
and other scientific institutions. 

The PAS Institute of Theoretical and Applied 
Informatics has in fact been studying queuing models 
for computer systems and networks for the last three 
decades. The most frequently used methods are Markov 
chains, diffusion approximation, and continuous approxi 
mation. A Markov chain is a random process, simple in 
mathematical terms; however, the problem here is the 
number of unknown variables and the equations to be 
solved. Diffusion approximation, in turn, uses analogies 
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between the diffusion process and queue length: differ 
ential equations describing the position of a particle in 
diffuse motion are here used to describe the probability 
distribution of queue length. Continuous approximation 
is a simplified version of this method - it only uses mean 
values of packet stream flow, its size and the resulting 
queue length - and as such it cannot be used to define 
probability distributions. However, the differential equa 
tions it uses are simpler, and the calculations can be 
completed in a reasonable time. Apart from these analyti 
cal models, use is also made of computer simulations of 
protocol operation and queue behavior. 

These techniques and others are making today's net 
works not only faster but also increasingly reliable - so 
that ultimately we can all spend less time wondering just 
how long it will take that film to download. ■
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