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Many innovative computer
science techniques mimic nature
in some way. For instance,
an algorithm inspired by biological
mechanisms of immunological
memory can be used to identify
thematic groups within very
large sets of textual documents

Work on developing artificial immune
Klopotek,an associate systems (AIS), underway for nearly two

professor at the Institute decades now, represents one avenue of a
of Computer Science, broader domain of research on biologically­

does research in the field inspired computing methods, embracing
ofartificia l intelligence neural networks, genetic algorithms (in­

spired by the mechanisms of evolution),
and swarm algorithms (based on the callee- f
tive, self-organized behavior of individual l

"@ units, such as ants or birds). Artificial im- ł
mune systems harness algorithms inspired
by the mechanisms identified by theoreti-
cal immunology. But how can the biological
mechanisms of the immune system be used

Dr. Krzysztof Ciesielski, for searching data? To understand that, first
an assistant professo r at let's take a closer look at how the immune
the Institute of Computer system works.

Science, studies the
grouping of textua l data

in Internet search engines

Dr. Mieczysław A.

viruses, fungi, etc.) that pose a threat to the
organism. The characteristic part of each
antigen which gets recognized and bound
by an antibody is called an epitope or anti­
genic determinant; each basic determinant
type is called an idiotype. Similarly, the
particular fragment of an antiboty which
actively binds to the epitope of a given
antigen is called a paratope. While antigens
possess only epitopes, antibodies have both
epitopes and paratopes.

Real paratopes and epitopes are 3D
structures. If they are complementary in
terms of their geometric, physical, and
chemical properties, we say that a paratope
recognizes or binds a presented epitope. To
study the interactions between epitopes
and paratopes, the concept of a "shape
space" was introduced, i.e. a multidimen­
sional space whose various dimensions
correspond to specific characteristics of the
molecules analyzed. In this context, the spe­
cificity of the epitope-paratope bond can be
treated as the degree of similarity between
the two molecules, most often defined as

Immature lymphocytes
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Own antigens

System of defense
The main actors involved in the im­

mune system's defensive reaction are
lymphocytes, a kind of white blood cell.
They are classified (based on their place
of origin) into two basic groups, known
as B-cells and I-cells. The surface of each
B-cell has certain receptors called antibod­
ies, which are proteins capable of binding
antigens (i.e. foreign bodies like bacteria,
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The mechanism involved
In the clonal selection
process, optimizing
the body's immune
response. In the presen ce
of a dangerous antigen,
only those lymphocytes
which possess receptors
recognizing that antigen
will become activated.
The number of lymphocytes
which bind to the right
foreign antigens sharply
increases and that quickly
leads to the production
of spec ific resistance
to the pathogen
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Huge collections
of textual data are
commonly encountered
by everyone these days,
e.g. when utilizing
Internet search engines.
To enable vast sets 
of data to be searched
quickly, more efficient
algońthms are constantly
being devised

a function inversely proportional to the 
distance between the points representing 
those molecules within the shape space. 

If a sufficiently large number of instanc­ 
es of a given antigen are introduced into 
an organism which has not previously had 
contact with it, they give rise to the primary 
immune response, involving what is called 
clone expansion and somatic hyperrnuta­ 
tion. The first of these terms refers to the 
rapid copying or cloning of those B-cells 
whose antibodies bind most strongly to the 
presented antigens. To make the resulting 
clones more effective at fighting the an­ 
tigens, they are subject to a very intense 
process of mutation. The mutated effective 
cells release antibodies into the organism's 
fluids, where they may flow throughout the 
organism and eliminate the threat. Effective 
B-cells are subject to further cloning and 
somatic hypermutation. At the same time, 
cells not participating in the immunological 
response get eliminated from the organ­ 
ism. This process continues until the an­ 
tigen concentration drops below a certain 
threshold. The mechanism described here 
is called clonal selection. 

The immune system response evidences 
a certain tolerance: if the concentration of 
epitopes is very low or very high, the organ­ 
ism will not react to the presented antigen. 
Only an "average" antigen dose triggers a 
defensive reaction. 

Antibody paratopes are stimulated 
by alI the epitopes present in the organ­ 
ism, regardless of whether they are from 
antigens or antibodies. That is because a 
new antibody, let's call it Ab1, represents 
a new protein present in the body, and its 
production during the clonal expansion 
process provokes a new response from 
the organism leading to the production of 
a new type of antibody, let's call it Ab2• In 
general, the production of antibody Ab; pro­ 
vokes the production of successive types of 
antibodies, the successive generations of 
proteins forming what is known as an idi­ 
otypic chain. Such a chain is characterized 
by self-sustainability, meaning it can exist 
even when the epitope which initiated its 
development is completely eliminated from 
the organism. The renewed appearance of 
the initial antigen then triggers the nearly 
immediate production of effective antibod­ 
ies. This self-sustainable idiotypic chain can 
be treated as a model of "immunological 
memory," and this phenomenon whereby 
"remembered" antibodies are produced to 
effectively fight a given type of epitope is 
called the secondary immune response. 

Exploratory data analysis
One important algorithm inspired by 

both the theory of clonal selection and the 
theory of idiotypic chains is called aiNet, 
modeling not 8-cells but antibodies. Both 
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Although they do not 
remind one of computers, 

human immune cells 
actually go about 

performing their tasks 
in the body based 

on effective algorithms 

the epitopes of antigens and the paratopes 
of antibodies are here treated as points in 
an n-dimensional Euclidean space. The 
antibody generation process consists of two 
main stages. The first utilizes the principle 
of clonal selection and affinity maturation. 
In the second stage, interactions occur 
between the cells of the system and cells 
differentiate in keeping with the theory of 
idiotypic chains. In specific, the similarity 
between cells is noted and if it exceeds a 
set threshold, the overly similar cells are 
eliminated in order to reduce redundancy 
within the resulting immunological mem­ 
ory. Moreover, overly specialized cells, i.e. 
those antibodies which recognize only a 
small number of antigens, are also removed 
from memory. Each reduction phase is fol­ 
lowed by the introduction of new (randomly 
generated) cells, to ensure the diversity of 
the immunological repertoire as modified in 
successive cycles. 

The solution described here exhib­ 
its a certain kind of data compression. 
Antibodies, which can be treated as proto­ 
types, are situated in strategic areas occu­ 
pied by antigens. Possessing such a reduced 
set of points reflecting the most essential 
traits of the data set (antigens), one can 

proceed with their analysis. It is important 
that such analysis is not performed on the 
original set of antigens, but on the smaller 
set of antibodies. Moreover, this algorithm 
does not require a fixed number of classes 
which the data is to be classified into, and 
is thus excellently suited to incremental 
learning. Adding new data does not require 
reanalysis of the aggregated data content 
(as is the case for classical cluster analysis 
algorithms), but only entails potential modi­ 
fications to the set of memory cells. 

Analysis of large document sets 
Our team has proposed a method for ana­ 

lyzing and representing the content of large 
sets of textual data which involves harness­ 
ing the advantages of the immunological al­ 
gorithm as described above for the purposes 
of contextual document analysis. 

Like most information retrieval and 
processing systems, our approach repre­ 
sents documents in the form of vectors 
vd = (vd,i, ... , vd, where the subscript d 
refers to a document, T is the number of 
terms (expressions), and vd,t is the weight 
- the product of the number of occurrences 
of term t within the given document, and 
the logarithm of the overall number of docu- 
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ments divided by the number of documents 
which contain the term t. Such defined 
weight is called the tfidf weight (term fre­ 
quency - inverse document frequency). 

The novelty of our solution consists in its 
contextual approach, replacing a uniform 
scheme for evaluating the relevance of 
words and phrases within the whole collec­ 
tion (expressed by the tfidf weight) with an 
evaluation that accounts for local distribu­ 
tions of the occurrence of individual terms 
within groups of documents of similar topic. 
Each set of documents represented using a 
local schema of term weights forms a con­ 
textual group. This approach is independent 
of the chosen grouping model. The specific 
criteria that are optimized during the identi­ 
fication of context groups include balancing 
the numerical size of the individual groups, 
the homogeneity of topic weight distribu­ 
tion within a group (topical uniformity), and 
establishing a division in the term space 
(dictionary) in tandem with a division in the 
set of documents. 

Relations between distinguished contexts 
and the documents belonging to them are 
presented in the form of document maps, an 
approach which has two advantages. On the 
one hand the creation of such a map allows 
the user to gain a quick overview of the 
content of document set D, and on the other 
it distinguishes groups (not necessarily 
disjoint ones) of "similar" documents within 
the set D. Operating with such groups great­ 
ly speeds up the process of seeking interest­ 
ing documents. Map creation is therefore a 
process of detecting the internal structure of 
a set of objects, plus the visualization of the 
structure so detected. 

The effectiveness of this new approach 
has been confirmed by experiments on a 
set of 20,000 user postings on 20 different 
discussion groups. Two alternative methods 
were tested for initializing the initial immu­ 
nological memory (i.e. the set of antibodies, 
each of which characterizes a certain basic 
topic of discussion). The first method, called 
contextual initialization, involved a con­ 
scious choice of a certain number (smaller 
than the number of discussion groups) of 
antibodies to describe clusters containing 
documents of similar topic. The other meth­ 
od involved the random initialization of the 
vectors representing the antibodies. 

We found that the proper initialization 
of the opening set of antibodies, combined 
with our contextual approach, has a sig­ 
nificant impact on the time taken to identify 
idiotypic chains: the context model required 
some 10 minutes, while the standard aiNet 
method required more than 20 hours of 
learning. One of the reasons for this is that 
antibodies correctly chosen in the initial 
stage of learning are capable of long-term 
survival within the immunological memory. 
That finding means that the level of anti­ 
body maturity partially depends on the cor­ 
rect initialization of memory and affects the 
convergence of the whole algorithm. 

The observed results indicate that im­ 
munological algorithms, which in essence 
represent a fusion of swarm and genetic 
algorithm techniques, could become a uni­ 
versal tool for resolving problems of various 
degrees of complexity. ■
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The successive stages of 
forming a self-sustaining 
structure (from upper 
left to lower right): 
after 1300, 1500, 2000, 
and 4000 iterations, 
the final structure 
is nearly unchanging 

23 
:z 
? ...., 

~
I


