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Abstract. Direction-splitting implicit solvers employ the regular structure of the computational domain augmented with the splitting of the
partial differential operator to deliver linear computational cost solvers for time-dependent simulations. The finite difference community orig-
inally employed this method to deliver fast solvers for PDE-based formulations. Later, this method was generalized into so-called variational
splitting. The tensor product structure of basis functions over regular computational meshes allows us to employ the Kronecker product struc-
ture of the matrix and obtain linear computational cost factorization for finite element method simulations. These solvers are traditionally used
for fast simulations over the structures preserving the tensor product regularity. Their applications are limited to regular problems and regular
model parameters. This paper presents a generalization of the method to deal with non-regular material data in the variational splitting method.
Namely, we can vary the material data with test functions to obtain a linear computational cost solver over a tensor product grid with non-
regular material data. Furthermore, as described by the Maxwell equations, we show how to incorporate this method into finite element method
simulations of non-stationary electromagnetic wave propagation over the human head with material data based on the three-dimensional MRI
scan.
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1. INTRODUCTION

The alternating directions method solver was originally pro-
posed for finite difference implicit simulations [3, 4]. The
method delivers solutions to time-dependent problems in lin-
ear computational cost. This alternating directions method
has been applied to the non-stationary Maxwell problem in
the context of the finite difference method [1, 8]. As shown
in [10, 11, 12, 13], the alternating direction solver can also
be applied to the variational form employed by the finite ele-
ment method computations. It uses tensor product grids and
higher order and continuity B-spline basis from the isogeo-
metric analysis [2]. These variational splitting solvers based
on the tensor-products, as detailed in [10, 11, 12, 13] also al-
low for linear computational cost higher-order and continuity
time-dependent simulations.

Namely, for the mass matrix M we can decompose the ma-
trix into the Kronecker product of two (in 2D) or three (in 3D)
one-dimensional mass matrices M x ⊗M y.

M = (Bi j,Bkl)L2 =
∫

Ω

Bi jBkl dΩ =

∫
Ω

Bx
i (x)B

y
j(y)B

x
k(x)B

y
l (y)dΩ =

∫
Ω

(BiBk)(x)(B jBl)(y)dΩ

=

(∫
Ωx

BiBk dx
)(∫

Ωy

B jBl dy
)
= M x ⊗M y

(1)
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For the stiffness matrix the splitting is not possible

S =
∫

Ω

∂Bx
i

∂x
By

j
∂Bx

k
∂x

By
l +Bx

i
∂By

j

∂y
Bx

k
∂By

l
∂y

dΩ =∫
Ωx

∂Bi

∂x
∂Bk

∂x
dx
∫

Ωy

B jBl dy+
∫

Ωx

BiBk dx
∫

Ωy

∂B j

∂y
∂Bl

∂y
dy

= S x ⊗M y +M x ⊗S y

(2)

but the implicit time integration schemes suitable for direction
splitting [5, 6, 7], they mix the mass matrices with stiffness
matrices and introduce sub-steps, e.g.

S x ⊗M yuk+1/2 = M x ⊗S yuk (3)

M x ⊗S yuk+1 = S x ⊗M yuk+1/2 (4)

The problem with is that material data coefficient must also
preserve the Kronecker product structure, and thus application
of this scheme on arbitrary structure is not possible. Petar
Minev [9] introduced the alternating direction solver in the
context of the finite difference method allowing for local vary-
ing of material data while preserving the linear computational
cost of the solver. We show that the linear cost of the vari-
ational splitting solver and the method’s stability is also pre-
served for the finite element method. We show that we can
vary arbitrary material data coefficients with test functions. In
this paper we employ the implicit time integration scheme with
variational splitting for the non-stationary Maxwell equations
[14]. We design our solver for electromagnetic wave propaga-
tions in non-regular biological tissues, and we utilize the MRI
scan of the human head to illustrate the concept. In this pa-
per, we do not focus on the interpretation of the numerical re-
sults and detailed design of the electromagnetic wave antennas
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since this is a challenging problem itself. We instead present
the method for incorporating non-regular material data, and we
test it on a simple model problem. We implement the Maxwell
solver in the parallel shared-memory IGA-ADS code [15]. We
verify the computational cost of the solver using non-linear
material data with scalability experiments. The novelty of our
paper with respect to [14] is the introduction of the method
allowing for changing the material data with test functions.

The structure of the paper is the following. In Section 2, we
describe the idea of the varying coefficient in the alternating
direction solver. Section 3 presents the strong and weak for-
mulations of the non-stationary Maxwell equations with non-
constant coefficients. Section 4 is devoted to numerical exper-
iments, the manufactured solution problem, and the problem
of propagation of EM waves over the human head. Section 5
presents the scalability measurements of the parallel code.

2. VARYING COEFFICIENTS IN ALTERNATING DIREC-
TIONS SOLVER

We show that varying material data with test functions do not
alter the linear computational cost of the direction-splitting al-
gorithm. To focus our attention, we derive 2D heat transfer,

∂u
∂ t

−∇(ε∇u) = f (5);

where we discretize the time derivative ∂u
∂ t ≈

un+1−un

τ
to obtain

the weak formulation(
un+1,v

)
+ τ
(
ε∇un+1,∇v

)
= (τ f +un,v)∀v (6)

We discretize with B-splines

un+1 ≈ un+1
i, j Bx

i By
j; u0 ≈ u0

i, jB
x
i By

j; v = Bx
kBy

l (7)

to obtain the equations of the left-hand side of the weak form,
one for each test function Bx

k,B
y
k. We assume that the material

data εk,l varies with test functions.

LHS = ∑
i, j

(∫
Bx

i By
jB

x
kBy

l +
∫

εk,l∂xBx
i By

j∂xBx
kBy

l

+
∫

εk,lBx
i ∂yBy

jB
x
k∂yBy

l

)
un+1

i, j ∀k, l (8)

and the right-hand side terms, one for each test function Bx
kBy

l

RHS = ∑
i, j

(∫
τ f Bx

kBy
l +

∫
Bx

i By
jB

x
kBy

l

)
u0

i, j ∀k, l (9)

We separate directions on the left-hand-side

LHS = ∑
i, j

(∫
x
Bx

i Bx
k

∫
y
By

jB
y
l + τ

∫
x
∂xBx

i ∂xBx
k

∫
y
εk,lB

y
jB

y
l

+τ

∫
x
Bx

i Bx
k

∫
y
εk,l∂yBy

j∂yBy
l

)
un+1

i, j ∀k, l (10)

We consider the following approximation of the left-hand side

∑
i, j
(
∫

x
Bx

i Bx
k + τεk,l

∫
x
∂xBx

i ∂xBx
k)(
∫

y
By

jB
y
l + τεk,l

∫
y
∂yBy

j∂yBy
l )u

n+1
i, j

= ∑
i, j
[
∫

x
Bx

i Bx
k

∫
y
By

jB
y
l +

∫
x
Bx

i Bx
kτ

∫
y
εk,l∂yBy

j∂yBy
l +

Fig. 1. bydefinedB-splines2D linear [ 22100 ] ×
[ 2 20 0 1 ].

Fig. 2. Exemplary cross-sections of the MRI scans of the human head.

Fig. 3. Electric (red) and magnetic (blue) vector fields, resulting from
the problem with manufactured solution.

+τ

∫
x
∂xBx

i ∂xBx
k

∫
y
εk,lB

y
jB

y
l (11)

+τ
2
ε

2
∫

x
∂xBx

i ∂xBx
k

∫
y
εk,l∂yBy

j∂yBy
l ]u

n+1
i, j ≈

∑
i, j
[
∫

x
Bx

i Bx
k

∫
y
By

jB
y
l + τεk,l

∫
x
Bx

i Bx
k

∫
y
∂yBy

j∂yBy
l +

+τεk,l

∫
x
∂xBx

i ∂xBx
k

∫
y
By

jB
y
l ]u

n+1
i, j = LHS ∀k, l

We consider a linear B-splines over 2D mesh, presented in Fig-
ure 1. The basis is defined as a tensor product of two-knot
vectors [0 0 1 2 2]× [0 0 1 2 2].

In this simple example, we employ linear B-splines. Thus
some matrix entries are equal to zero (the integrals involve
multiplications of B-splines that do not have common support).
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We do not cancel out the terms that are equal to zero to illus-
trate the global structure of the matrix. Instead, we denote by
colors the repeating terms in each of the blocks. Due to the
size of the matrix, we print each row in few lines.

A = (12)



(
∫

x BxBx + τε1,1
∫

x ∂xBx∂xBx)
(∫

y By
1By

1 + τε1,1
∫

y ∂yBy
1∂yBy

1

)
· · ·

· · ·(
∫

x BzBx + τε1,1
∫

x ∂xBz∂xBx)
(∫

y By
1By

1 + τε1,1
∫

y ∂yBy
1∂yBy

1

)
· · ·

· · ·(
∫

x BxBx + τε1,1
∫

x ∂xBx∂xBx)
(∫

y By
3By

1 + τε1,1
∫

y ∂yBy
3∂yBy

1

)
· · ·

· · ·(
∫

x BzBx + τε1,1
∫

x ∂xBz∂xBx)
(∫

y By
3By

1 + τε1,1
∫

y ∂yBy
3∂yBy

1

)
...

...
...

(
∫

x BxBz + τε3,1
∫

x ∂xBx∂xBz)
(∫

y By
1By

1 + τε3,1
∫

y ∂yBy
1∂yBy

1

)
· · ·

· · ·(
∫

x BzBz + τε3,1
∫

x ∂xBz∂xBz)
(∫

y By
1By

1 + τε3,1
∫

y ∂yBy
1∂yBy

1

)
· · ·

· · ·(
∫

x BxBz + τε3,1
∫

x ∂xBx∂xBz)
(∫

y By
3By

1 + τε3,1
∫

y ∂yBy
3∂yBy

1

)
· · ·

· · ·(
∫

x BzBz + τε3,1
∫

x ∂xBz∂xBz)
(∫

y By
3By

1 + τε3,1
∫

y ∂yBy
3∂yBy

1

)
...

...
...

...
...

...

(
∫

x BxBx + τε1,3
∫

x ∂xBx∂xBx)
(∫

y By
1By

3 + τε1,3
∫

y ∂yBy
1∂yBy

3

)
· · ·

· · ·(
∫

x BzBx + τε1,3
∫

x ∂xBz∂xBx)
(∫

y By
1By

3 + τε1,3
∫

y ∂yBy
1∂yBy

3

)
· · ·

· · ·(
∫

x BxBx + τε1,3
∫

x ∂xBx∂xBx)
(∫

y By
3By

3 + τε1,3
∫

y ∂yBy
3∂yBy

3

)
· · ·

· · ·(
∫

x BzBx + τε1,3
∫

x ∂xBz∂xBx)
(∫

y By
3By

3 + τε1,3
∫

y ∂yBy
3∂yBy

3

)
...

...
...

(
∫

x BxBz + τε3,3
∫

x ∂xBx∂xBz)
(∫

y By
1By

3 + τε3,3
∫

y ∂yBy
1∂yBy

3

)
· · ·

· · ·(
∫

x BzBz + τε3,3
∫

x ∂xBz∂xBz)
(∫

y By
1By

3 + τε3,3
∫

y ∂yBy
1∂yBy

3

)
· · ·

· · ·(
∫

x BxBz + τε3,3
∫

x ∂xBx∂xBz)
(∫

y By
3By

3 + τε3,3
∫

y ∂yBy
3∂yBy

3

)
· · ·

· · ·(
∫

x BzBz + τε3,3
∫

x ∂xBz∂xBz)
(∫

y By
3By

3 + τε3,3
∫

y ∂yBy
3∂yBy

3

)


where the whole system is

A


u1,1

...
u3,3

=


∫

F(x,y)B1,1(x)B1,1(y)dxdy
...∫

F(x,y)B3,3(x)B3,3(y)dxdy

 (13)

Note that each of the nine blocks (denoted by different col-
ors) have a repeated matrix

Ak = (14)


(∫

x BxBx + τε1,k
∫

x ∂xBx∂xBx
)
· · ·
(∫

x BzBx + τε1,k
∫

x ∂xBz∂xBx
)

· · ·
... · · ·(∫

x BxBz + τε3,k
∫

x ∂xBx∂xBz
)
· · ·
(∫

x BzBz + τε3,k
∫

x ∂xBz∂xBz
)


B1,k =


(∫

y By
1By

k + τε1,k
∫

y ∂yBy
1∂yBy

k

)
0 0

0
(∫

y By
1By

k + τε2,k
∫

y ∂yBy
1∂yBy

k

)
0

0 0
(∫

y By
1By

k + τε3,k
∫

y ∂yBy
1∂yBy

k

)
 (15)

B2,k =


(∫

y By
2By

k + τε1,k
∫

y ∂yBy
2∂yBy

k

)
0 0

0
(∫

y By
2By

k + τε2,k
∫

y ∂yBy
2∂yBy

k

)
0

0 0
(∫

y By
2By

k + τε3,k
∫

y ∂yBy
2∂yBy

k

)
 (16)

B3,k =


(∫

y By
3By

k + τε1,k
∫

y ∂yBy
3∂yBy

k

)
0 0

0
(∫

y By
3By

k + τε2,k
∫

y ∂yBy
3∂yBy

k

)
0

0 0
(∫

y By
3By

k + τε3,k
∫

y ∂yBy
3∂yBy

k

)
 (17)

We re-write our system as multiplication of two-matrices:

A1 00
0 A2 0

00 A3


B1,1 B2,1 B3,1

B1,2 B2,2 B3,2

B1,3 B2,3 B3,3




U1
...

U3

=

F1

F2

F3



F1 =


∫

F1,1(x,y)BxBy
1∫

F1,2(x,y)BxBy
2∫

F1,3(x,y)BxBy
3

 F2 =


∫

F2,1(x,y)ByBy
1∫

F2,2(x,y)ByBy
2∫

F2,3(x,y)ByBy
3

 (18)

F3 =


∫

F3,1(x,y)BzBy
1∫

F3,2(x,y)BzBy
2∫

F3,3(x,y)BzBy
3

 Ui =

ui,1

ui,2

ui,3


and Fk,l =

∫
τ f Bx

kBy
l +

∫
∑Bx

i By
ju

0
i jB

x
kBy

l . We define

G1

G2

G3

=

B1,1 B2,1 B3,1

B1,2 B2,2 B3,2

B1,3 B2,3 B3,3


U1

U2

U3

 (19)

In our solver, we solve

A1 00
0 A2 0

00 A3


G1

G2

G3

=

F1

F2

F3

 (20)

for G1,G2,G3, and then we solve

B1,1 B2,1 B3,1

B1,2 B2,2 B3,2

B1,3 B2,3 B3,3


U1

U2

U3

=

G1

G2

G3

 (21)

Both systems (20)-(21) can be solved in a linear computa-
tional cost due to the banded structures of matrices build with
one-dimensional B-splines.We also define
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3. VARIATIONAL SPLITTING WITH NON-REGULAR MATE-
RIAL DATA FOR MAXWELL EQUATIONS

We utilize the alternating directions solver that delivers lin-
ear computational cost factorization on tensor product grids.
The solver decomposes the system of linear equations related
to the three-dimensional mesh into three multi-diagonal sub-
systems related to one-dimensional grids with multiple right-
hand sides. The non-regular material data can be embedded
into the solver by local modifications to the rows and columns
in the three sub-systems. Namely, we can change the material
data corresponding to different equations, and these modifica-
tions do not break the solver’s linear computational cost. We
verify this method by running the example of the propagation
of electromagnetic waves on the human head. Petar Minev has
proposed this method initially for finite difference simulations
[9]. In the IGA context, the modification is not point-wise but
rather test-function-wise since each equation in the global sys-
tem is related to a single test function rather than a point in the
stencil.

A. Time integration scheme allowing for direction splitting
of Maxwell equations

Following [1, 8] we employ the implicit time integration
scheme allowing for splitting of the Maxwell equations:

En+ 1
2 −


τ2

4ε

∂

∂y µ−1 ∂

∂y 00

0 τ2

4ε

∂

∂ z µ−1 ∂

∂ z 0
00 τ2

4ε

∂

∂x µ−1 ∂

∂x

En+ 1
2 =

En +
τ

2ε

 0 − ∂

∂ z
∂

∂y
∂

∂ z 0 − ∂

∂x
− ∂

∂y
∂

∂x 0

Hn (22)

− τ2

4ε

 0 ∂

∂y µ−1 ∂

∂x 0

00 ∂

∂ z µ−1 ∂

∂y
∂

∂x µ−1 ∂

∂ z 00

En

Hn+ 1
2 = Hn − τ

2µ

 00 ∂

∂y
∂

∂ z 00
0 ∂

∂x 0

En +
τ

2µ

 0 ∂

∂ z 0
00 ∂

∂x
∂

∂y 00

En+ 1
2

En+1 −


τ2

4ε

∂

∂ z µ−1 ∂

∂ z 00
0 τ2

4ε

∂

∂x µ−1 ∂

∂x 0
00 τ2

4ε

∂

∂y µ−1 ∂

∂y

En+1 =

En+ 1
2 +

τ

2ε

 0 − ∂

∂ z
∂

∂y
∂

∂ z 0 − ∂

∂x
− ∂

∂y
∂

∂x 0

Hn+ 1
2

− τ2

4ε

 00 ∂

∂ z µ−1 ∂

∂x
∂

∂x µ−1 ∂

∂y 00

0 ∂

∂y µ−1 ∂

∂ z 0

En+ 1
2 (23)

Hn+1 = Hn+ 1
2 +

τ

2µ

 0 ∂

∂ z 0
00 ∂

∂x
∂

∂y 00

En+ 1
2 − τ

2µ

 00 ∂

∂y
∂

∂ z 00
0 ∂

∂x 0

En+1

B. Variational splitting for Maxwell equations

In this section, following [14], we derive the variational formu-
lations for the time-integration schemes described in the pre-
vious section. We multiply by test functions (Vx,Vy,Vz) and
integrate by parts
(

Ex
n+ 1

2 ,Vx

)(
Ey

n+ 1
2 ,Vy

)(
Ez

n+ 1
2 ,Vz

)
− τ2

4ε


(

∂

∂y µ−1 ∂

∂y Ex
n+ 1

2 ,Vx

)(
∂

∂ z µ−1 ∂

∂ z Ey
n+ 1

2 ,Vy

)(
∂

∂x µ−1 ∂

∂x Ez
n+ 1

2 ,Vz

)
=

(Ex
n,Vx)

(Ey
n,Vy)

(Ez
n,Vz)

+

τ

2ε


−
(

∂

∂ z Hy
n,Vx

)
+
(

∂

∂y Hz
n,Vx

)(
∂

∂ z Hx
n,Vy

)
−
(

∂

∂x Hz
n,Vy

)
−
(

∂

∂y Hx
n,Vz

)
+
(

∂

∂x Hy
n,Vz

)
− τ2

4ε


(

∂

∂y µ−1 ∂

∂x Ey
n,Vx

)(
∂

∂y µ−1 ∂

∂ z Ez
n,Vy

)(
∂

∂x µ−1 ∂

∂ z Ex
n,Vz

)



(

Hx
n+ 1

2 ,Vx

)(
Hy

n+ 1
2 ,Vy

)(
Hz

n+ 1
2 ,Vz

)
=

(Hx
n,Vx)

(Hy
n,Vy)

(Hz
n,Vz)

− τ

2µ


(

∂

∂y Ez
n,Vx

)(
∂

∂ z Ex
n,Vy

)(
∂

∂x Ey
n,Vz

)
 (24)

+
τ

2µ


(

∂

∂ z Ey
n+ 1

2 ,Vx

)(
∂

∂x Ez
n+ 1

2 ,Vy

)(
∂

∂y Ex
n+ 1

2 ,Vz

)



(
Ex

n+1,Vx
)(

Ey
n+1,Vy

)(
Ez

n+1,Vz
)
− τ2

4ε


(

∂

∂ z µ−1 ∂

∂ z Ex
n+1,Vx

)(
∂

∂x µ−1 ∂

∂x Ey
n+1,Vy

)(
∂

∂y µ−1 ∂

∂y Ez
n+1,Vz

)
=


(

Ex
n+ 1

2 ,Vx

)(
Ey

n+ 1
2 ,Vy

)(
Ez

n+ 1
2 ,Vz

)


+
τ

2ε


−
(

∂

∂ z Hy
n+ 1

2 ,Vx

)
+
(

∂

∂y Hz
n+ 1

2 ,Vx

)(
∂

∂ z Hx
n+ 1

2 ,Vy

)
−
(

∂

∂x Hz
n+ 1

2 ,Vy

)
−
(

∂

∂y Hx
n+ 1

2 ,Vz

)
+
(

∂

∂x Hy
n+ 1

2 ,Vz

)
 (25)

− τ2

4ε


(

∂

∂x µ−1 ∂

∂ z Ez
n+ 1

2 ,Vx

)(
∂

∂x µ−1 ∂

∂y Ex
n+ 1

2 ,Vy

)(
∂

∂y µ−1 ∂

∂ z Ey
n+ 1

2 ,Vz

)



(
Hx

n+1,Vx
)(

Hy
n+1,Vy

)(
Hz

n+1,Vz
)
=


(

Hx
n+ 1

2 ,Vx

)(
Hy

n+ 1
2 ,Vy

)(
Hz

n+ 1
2 ,Vz

)
− τ

2µ


(

∂

∂ z Ey
n+ 1

2 ,Vx

)(
∂

∂x Ez
n+ 1

2 ,Vy

)(
∂

∂y Ex
n+ 1

2 ,Vz

)


− τ

2µ


(

∂

∂y Ez
n+1,Vx

)(
∂

∂ z Ex
n+1,Vy

)(
∂

∂x Ey
n+1,Vz

)

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Integrating by parts, removing boundary terms, we obtain


(

Ex
n+ 1

2 ,Vx

)(
Ey

n+ 1
2 ,Vy

)(
Ez

n+ 1
2 ,Vz

)
+ τ2

4εµ


(

∂

∂y Ex
n+ 1

2 , ∂

∂yVx

)(
∂

∂ z Ey
n+ 1

2 , ∂

∂ zVy

)(
∂

∂x Ez
n+ 1

2 , ∂

∂xVz

)
=

(Ex
n,Vx)

(Ey
n,Vy)

(Ez
n,Vz)

+ τ

2ε


−
(

∂

∂ z Hy
n,Vx

)
+
(

∂

∂y Hz
n,Vx

)(
∂

∂ z Hx
n,V 2

)
−
(

∂

∂x Hz
n,Vy

)
−
(

∂

∂y Hx
n,Vz

)
+
(

∂

∂x Hy
n,Vz

)


+
τ2

4εµ


(

∂

∂x Ey
n, ∂

∂yVx

)(
∂

∂ z Ez
n, ∂

∂yVy

)(
∂

∂ z Ex
n, ∂

∂xVz

)
 (26)


(

Hx
n+ 1

2 ,Vx

)(
Hy

n+ 1
2 ,Vy

)(
Hz

n+ 1
2 ,Vz

)
=

(Hx
n,Vx)

(Hy
n,Vy)

(Hz
n,Vz)

− τ

2µ


(

∂

∂y Ez
n,Vx

)(
∂

∂ z Ex
n,Vy

)(
∂

∂x Ey
n,Vz

)


+
τ

2µ


(

∂

∂ z Ey
n+ 1

2 ,Vx

)(
∂

∂x Ez
n+ 1

2 ,Vy

)(
∂

∂y Ex
n+ 1

2 ,Vz

)



(
Ex

n+1,Vx
)(

Ey
n+1,Vy

)(
Ez

n+1,Vz
)
+ τ2

4εµ


(

∂

∂ z Ex
n+1, ∂

∂ zVx

)(
∂

∂x Ey
n+1, ∂

∂xVy

)(
∂

∂y Ez
n+1, ∂

∂yVz

)
=


(

Ex
n+ 1

2 ,Vx

)(
Ey

n+ 1
2 ,Vy

)(
Ez

n+ 1
2 ,Vz

)


+
τ

2ε


−
(

∂

∂ z Hy
n+ 1

2 ,Vx

)
+
(

∂

∂y Hz
n+ 1

2 ,Vx

)(
∂

∂ z Hx
n+ 1

2 ,Vy

)
−
(

∂

∂x Hz
n+ 1

2 ,Vy

)
−
(

∂

∂y Hx
n+ 1

2 ,Vz

)
+
(

∂

∂x Hy
n+ 1

2 ,Vz

)
 (27)

− τ2

4εµ


(

∂

∂ z Ez
n+ 1

2 , ∂

∂xVx

)(
∂

∂y Ex
n+ 1

2 , ∂

∂xVy

)(
∂

∂ z Ey
n+ 1

2 , ∂

∂yVz

)



(
Hx

n+1,Vx
)(

Hy
n+1,Vy

)(
Hz

n+1,Vz
)
=


(

Hx
n+ 1

2 ,Vx

)(
Hy

n+ 1
2 ,Vy

)(
Hz

n+ 1
2 ,Vz

)
− τ

2µ


(

∂

∂ z Ey
n+ 1

2 ,Vx

)(
∂

∂x Ez
n+ 1

2 ,Vy

)(
∂

∂y Ex
n+ 1

2 ,Vz

)
−

τ

2µ


(

∂

∂y Ez
n+1,Vx

)(
∂

∂ z Ex
n+1,Vy

)(
∂

∂x Ey
n+1,Vz

)
 (28)

Mx ⊗My ⊗MzEx
n+ 1

2

Mx ⊗My ⊗MzEy
n+ 1

2

Mx ⊗My ⊗MzEz
n+ 1

2

+ τ2

4εµ

Mx ⊗Sy ⊗MzEx
n+ 1

2

Mx ⊗My ⊗SzEy
n+ 1

2

Sx ⊗My ⊗MzEz
n+ 1

2

=

Mx ⊗My ⊗MzEx
n

Mx ⊗My ⊗MzEy
n

Mx ⊗My ⊗MzEz
n

+
τ

2ε

−Mx ⊗My ⊗AzHy
n +Mx ⊗Ay ⊗MzHz

n

Mx ⊗My ⊗AzHx
n −Ax ⊗My ⊗MzHz

n

−Mx ⊗Ay ⊗MzHx
n +Ax ⊗My ⊗MzHy

n


+

τ2

4εµ

Ax ⊗Ay ⊗MzEy
n

Mx ⊗Ay ⊗AzEz
n

Ax ⊗My ⊗MzEx
n

 (29)

Mx ⊗My ⊗MzHx
n+ 1

2

Mx ⊗My ⊗MzHy
n+ 1

2

Mx ⊗My ⊗MzHz
n+ 1

2

=

Mx ⊗My ⊗MzHx
n

Mx ⊗My ⊗MzHy
n

Mx ⊗My ⊗MzHz
n



− τ

2µ

Mx ⊗Ay ⊗MzEz
n

Mx ⊗My ⊗AzEx
n

Ax ⊗My ⊗MzEy
n

+ τ

2µ

Mx ⊗My ⊗AzEy
n+ 1

2

Ax ⊗My ⊗MzEz
n+ 1

2

Mx ⊗MA ⊗MzEx
n+ 1

2

 (30)

Mx ⊗My ⊗MzEx
n+1

Mx ⊗My ⊗MzEy
n+1

Mx ⊗My ⊗MzEz
n+1

+ τ2

4εµ

Mx ⊗My ⊗SzEx
n+1

Sx ⊗My ⊗MzEy
n+1

Mx ⊗Sy ⊗MzEz
n+1

=

Mx ⊗My ⊗MzEx
n+ 1

2

Mx ⊗My ⊗MzEy
n+ 1

2

Mx ⊗My ⊗MzEz
n+ 1

2

+
τ

2ε

−Mx ⊗My ⊗AzHy
n+ 1

2 +Mx ⊗Ay ⊗MzHz
n+ 1

2

Mx ⊗My ⊗AzHx
n+ 1

2 −Ax ⊗My ⊗MzHz
n+ 1

2

−Mx ⊗Ay ⊗MzHx
n+ 1

2 +Ax ⊗My ⊗MzHy
n+ 1

2



− τ2

4εµ

Ax ⊗My ⊗AzEz
n+ 1

2

Ax ⊗Ay ⊗MzEx
n+ 1

2

Mx ⊗Ay ⊗AzEy
n+ 1

2

 (31)

Mx ⊗My ⊗MzHx
n+1

Mx ⊗My ⊗MzHy
n+1

Mx ⊗My ⊗MzHz
n+1

=

Mx ⊗My ⊗MzHx
n+ 1

2

Mx ⊗My ⊗MzHy
n+ 1

2

Mx ⊗My ⊗MzHz
n+ 1

2



− τ

2µ

Mx ⊗My ⊗AzEy
n+ 1

2

Ax ⊗My ⊗MzEz
n+ 1

2

Mx ⊗Ay ⊗MzEx
n+ 1

2

− τ

2µ

Mx ⊗Ay ⊗MzEz
n+1

Mx ⊗My ⊗AzEx
n+1

Ax ⊗My ⊗MzEy
n+1

 (32)

where Mx,My,Mz are 1D mass matrices, Sx,Sy,Sz are 1D
stiffness matrices, and Ax,Ay,Az are 1D advection matrices.

We discover the Kronecker product matrices on the left-hand
sides, which can be factorized in a linear costExpressing problem (26-28) in the matrix form we have
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
Mx ⊗

(
My +

τ2

4εµ
Sy

)
⊗MzEx

n+ 1
2

Mx ⊗My ⊗
(

Mz +
τ2

4εµ
Sz

)
Ey

n+ 1
2(

Mx +
τ2

4εµ
Sx

)
⊗My ⊗MzEz

n+ 1
2

= RH S (33)

Mx ⊗My ⊗MzHx
n+ 1

2

Mx ⊗My ⊗MzHy
n+ 1

2

Mx ⊗My ⊗MzHz
n+ 1

2

= RH S (34)


Mx ⊗My ⊗

(
Mz +

τ2

4εµ
Sz

)
Ex

n+1(
Mx +

τ2

4εµ
Sx

)
⊗My ⊗MzEy

n+1

Mx ⊗
(

My +
τ2

4εµ
Sy

)
⊗MzEz

n+1

= RH S (35)

Mx ⊗My ⊗MzHx
n+1

Mx ⊗My ⊗MzHy
n+1

Mx ⊗My ⊗MzHz
n+1

= RH S (36)

C. Varying material data for Maxwell equations

Let us explain the idea of varying material data coefficients
using the first system of equations, in the weak form, solved
in the even sub-steps, to update the electric field. For other
systems, the idea is identical. In the problem matrix, for the
even sub-steps, for the electric field computations, we have

Mx ⊗
(

My +
τ2

4εµ
Sy

)
⊗MzEx

n+ 1
2

Mx ⊗My ⊗
(

Mz +
τ2

4εµ
Sz

)
Ey

n+ 1
2(

Mx +
τ2

4εµ
Sx

)
⊗My ⊗MzEz

n+ 1
2

=

Mx ⊗My ⊗MzEx
n

Mx ⊗My ⊗MzEy
n

Mx ⊗My ⊗MzEz
n

+
−

τ

2ε
Mx ⊗My ⊗AzHy

n

τ

2ε
Mx ⊗My ⊗AzHx

n

− τ

2ε
Mx ⊗Ay ⊗MzHx

n

+


τ

2ε
Mx ⊗Ay ⊗MzHz

n

− τ

2ε
Ax ⊗My ⊗MzHz

n

− τ

2ε
Mx ⊗Ay ⊗Ax ⊗My ⊗MzHy

n

+


τ2

4εµ
Ax ⊗Ay ⊗MzEy

n

τ2

4εµ
Mx ⊗Ay ⊗AzEz

n

τ2

4εµ
Ax ⊗My ⊗MzEx

n


where Mx,My,Mz are 1D mass matrices, Sx,Sy,Sz are 1D
stiffness matrices, and Ax,Ay,Az are 1D advection matrices.
Rewriting the equations in the matrix form with the B-spline
functions for trial and testing, we have

M 1
1 Ex

n+ 1
2 = M1Ex

n +F 1
1 Hy

n +F 2
1 Hz

n +F 3
1 Ey

n = RH S 1

M 1
2 Ey

n+ 1
2 = M2Ey

n +F 1
2 Hx

n +F 2
2 Hz

n +F 3
2 Ez

n = RH S 2

M 1
3 Ez

n+ 1
2 = M3Ez

n +F 1
3 Hx

n +F 2
3 Hy

n +F 3
3 Ex

n = RH S 3

M 1
1 i jk,lmo =

∫
Ωx

Bx
i Bx

l dx
∫

Ωy

(
By

jB
y
m +

τ2

4εµ

∂By
j

∂y
∂By

m

∂y

)
dy∫

Ωz

Bz
kBz

odz

M 1
2 i jk,lmo =

∫
Ωx

Bx
i Bx

l dx
∫

Ωy

By
jB

y
mdy

∫
Ωz

(
Bz

kBn(z)+
τ2

4εµ

∂Bz
k

∂ z
∂Bz

o

∂ z

)
dz

M 1
3 i jk,lmo =

∫
Ωx

(
Bx

i Bx
l +

τ2

4εµ

∂Bx
i

∂x
∂Bx

l
∂x

)
dx
∫

Ωy

By
jB

y
mdy∫

Ωz

Bz
kBz

odz

F 1
1 i jk,lmo =− τ

2ε

∫
Ω

Bx
i By

j
∂Bz

k
∂ z

Bx
l By

mBz
odxdydz

F 1
2 i jk,lmo =

τ

2ε

∫
Ω

Bx
i By

j
∂Bz

k
∂ z

Bx
l By

mBz
odxdydz

F 1
3 i jk,lmo =− τ

2ε

∫
Ω

Bx
i

∂By
j

∂y
Bk(x)Bx

l By
mBz

odxdydz

F 2
1 i jk,lmo =

τ

2ε

∫
Ω

Bx
i

∂By
j

∂y
Bx

kBx
l By

mBz
odxdydz

F 2
2 i jk,lmo =− τ

2ε

∫
Ω

∂Bx
i

∂x
By

jB
x
kBx

l By
mBz

odxdydz

F 2
3 i jk,lmo =− τ

2ε

∫
Ω

∂Bx
i

∂x
By

jB
x
kBx

l By
mBz

odxdydz

F 3
1 i jk,lmo =

τ2

4εµ

∫
Ω

∂Bx
i

∂x

∂By
j

∂y
Bx

kBx
l By

mBz
odxdydz

F 3
2 i jk,lmo =

τ2

4εµ

∫
Ω

Bx
i

∂By
j

∂y
Bz

kBx
l By

mBz
odxdydz

F 3
3 i jk,lmo =

τ2

4εµ

∂Bx
i

∂x
Bx

kBx
l By

mBz
odxdydz

where i = 1, ...,Nx, j = 1, ...,Ny, k = 1, ...,Nz span over the trial
space dimensions, and l = 1, ..., Ñx, m = 1, ..., Ñy, n = 1, ..., Ñz
span over the test space dimensions. The matrices on the right-
hand side are multiplied by the solution vectors from previ-
ous time step, so as the result on the right-hand side we have
a vectors RH S 1lmo, RH S 2lmo, and RH S 3lmo, where
again l = 1, ..., Ñx, m = 1, ..., Ñy, o = 1, ...Ñz. The alternating-
directions solver decomposes this system into the following
three one-dimensional systems with multiple right-hand-sides

A1F
n+ 1

2
1

A2F
n+ 1

2
2

A3F
n+ 1

2
3

=

RH S 1

RH S 2

RH S 3

 (37)

A1i,l =
∫

Ωx

Bx
i Bx

l dx, A2i,l =
∫

Ωx

Bx
i Bx

l dx,

A3i,l =
∫

Ωx

(
Bx

i Bx
l +

τ2

4εµ

∂Bx
i

∂x
∂Bx

l
∂x

)
dx (38)
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Fig. 4. L2 norm error of electric (blue) and magnetic (orange) vector
fields resulting from the solution of the problem with manufactured so-
lution over the mesh with 16x16x16 elements, for the time interval [0,1],
with number of time steps within [0,1] interval varying from 80 (first row),
320 (second row), 640 (third row), and 1280 (last row).

tem with multiple right-hand sides we solve the second system
B1G

n+ 1
2

1

B2G
n+ 1

2
2

B3G
n+ 1

2
3

=


F

n+ 1
2

1

F
n+ 1

2
2

F
n+ 1

2
3

 (39)

B1 j,m =
∫

Ωy

(
By

jB
y
m +

τ2

4εµ

∂By
j

∂y
∂By

m

∂y

)
dy

B2 j,m =
∫

Ωy

By
jB

y
mdy, B3 j,m =

∫
Ωy

By
jB

y
mdy

We solve the third system with multiple right-hand sidesC1Ex
n+ 1

2

C2Ey
n+ 1

2

C3Ez
n+ 1

2

=


G

n+ 1
2

1

G
n+ 1

2
2

G
n+ 1

2
3

 (40)

C1k,o =
∫

Ωz

Bz
kBz

odz C3k,o =
∫

Ωz

Bz
kBz

odz,

C2k,o =
∫

Ωz

(
Bz

kBz
o +

τ2

4εµ

∂Bz
k

∂ z
∂Bz

o

∂ z

)
dz

We assign different material data to different B-splines used
for testing our equation. Since each test B-spline results in a
single equation in the global system of equations, we local-
ize this equation in the three systems with multiple right-hand
sides. Having the equations identified, we modify the mate-
rial data in the three systems of equations as processed by the
alternating directions solver. We modify material data ε = ε̂ ,
µ = µ̂ for test B-spline "rst", namely Br(x)Bs(y)Bt(z). the lim-
itation of our method is that we can only provide one value of
the material data coefficients for a single test function. Thus,
the material data coefficients are averaged with the distribu-
tions prescribed by test functions. When we employ B-spline
basis functions, as they preserve the partition of unity property,
the distributions of material data averaged with overlapping B-
spline test functions; they sum up to one. To introduce the
averaged material data coefficients ε = ε̂ , µ = µ̂ , we perform
the following changes. In the first system, we extract the three
equations (three rows) for the three components of the electric
field for row i = r, and the suitable columns from the right-
hand side l = r,m = s,o = t, where we modify material data

∑
l=1,...,Nx

∫
Ωx

Br(x)Bx
l dx∗F

n+ 1
2

1 lst =
ˆRH S 1rst (41)

∑
l=1,...,Nx

∫
Ωx

Br(x)Bx
l dx∗F

n+ 1
2

2 lst =
ˆRH S 2rst (42)

∑
l=1,...,Nx

∫
Ωx

(
Br(x)Bx

l +
τ̂2

4ε̂ µ̂

∂Br(x)
∂x

∂Bx
l

∂x

)
dx

∗F
n+ 1

2
3 lst =

ˆRH S 3rst (43)

The ˆRH S 1rst , ˆRH S 2rst , ˆRH S 3rst represent the right-
hand sides with material data parameters ε = ε̂ , µ = µ̂ . The

and the right-hand side vectors RH S 1i, jk, RH S 2i, jk,
RH S 3i, jk have been reordered into matrices with Nx rows 
and NyNz columns, by ordering blocks of Nx consecutive rows,
one after another. After solving the first one-dimensional sys-

 7

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.



Marcin Łoś, Maciej Woźniak, and Maciej Paszyński

0.0 0.2 0.4 0.6 0.8 1.0

t

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

ro
ta

ti
o

n
er

ro
r

E

H

0.0 0.2 0.4 0.6 0.8 1.0

t

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

ro
ta

ti
o

n
er

ro
r

E

H

0.0 0.2 0.4 0.6 0.8 1.0

t

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

ro
ta

ti
o

n
er

ro
r

E

H

0.0 0.2 0.4 0.6 0.8 1.0

t

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

ro
ta

ti
o

n
er

ro
r

E

H

Fig. 5. H-curl norm error of electric (blue) and magnetic (orange) vec-
tor fields resulting from the solution of the problem with manufactured
solution over the computational mesh with 16x16x16 elements, for the
time interval [0,1], with number of time step varying from 80 (first row),
320 (second row), 640 (third row), and 1280 (last row).

other rows and columns in the first system remain unchanged.
Similarly, in the second system, we extract the equation for
row j = s and columns l = r,m = s,n = t

∑
m=1,...,Ny

∫
Ωy

(
Bs(y)By

m +
τ̂2

4ε̂ µ̂

∂Bs(y)
∂y

∂By
m

∂y

)
dy

∗G
n+ 1

2
1 rmt = F

n+ 1
2

1 rst (44)

∑
m=1,...,Ny

∫
Ωy

Bs(y)By
mdy ∗G

n+ 1
2

2 rmt = F
n+ 1

2
2 rst (45)

∑
m=1,...,Ny

∫
Ωy

Bs(y)By
mdy ∗G

n+ 1
2

3 rmt = F
n+ 1

2
3 rst (46)

and we modify the material data. The other rows and columns
remain unchanged. In the third system, we extract the equation
for row k = t and columns l = r,m = s,n = t

∑
o=1,...,Nz

∫
Ωz

Bt(z)Bz
odz∗Ex

n+ 1
2 rso = G

n+ 1
2

1 rst (47)

∑
o=1,...,Nz

∫
Ωz

(
Bt(z)Bz

o +
τ̂2

4ε̂m̂u
∂Bt(z)

∂ z
∂Bz

o

∂ z

)
dz

∗Ez
n+ 1

2 rso = G
n+ 1

2
2 rst (48)

∑
o=1,...,Nz

∫
Ωz

Bz
oBz

odz ∗Ez
n+ 1

2 rso = G
n+ 1

2
3 rst (49)

and we modify the material data. The other rows and columns
in the third system remain unchanged. Similar modifications
have to be performed in other sub-steps.

4. NUMERICAL RESULTS

The goal of this section is to verify the correctness of our nu-
merical code. We first introduce a manufactured solution for
the Maxwell problem. Following [1], for Ω = [0,1]3, for ε = 1
and µ = 1 we define

u1
κ,λ (x, t) =



sin(κπy)sin(λπz)cos(
√

κ2 +λ 2πt)
0
0
0

− λ√
κ2+λ 2

sin(κπy)cos(λπz)sin(
√

κ2 +λ 2πt)
κ√

κ2+λ 2
cos(κπy)sin(λπz)sin(

√
κ2 +λ 2πt)



u2
κ,λ (x, t) =



0
sin(κπx)sin(λπz)cos(

√
κ2 +λ 2πt)

0
λ√

κ2+λ 2
sin(κπx)cos(λπz)sin(

√
κ2 +λ 2πt)

0
− κ√

κ2+λ 2
cos(κπx)sin(λπz)sin(

√
κ2 +λ 2πt)



u3
κ,λ (x, t) =



0
0

sin(κπx)sin(λπy)cos(
√

κ2 +λ 2πt)
− λ√

κ2+λ 2
sin(κπx)cos(λπy)sin(

√
κ2 +λ 2πt)

κ√
κ2+λ 2

cos(κπx)sin(λπy)sin(
√

κ2 +λ 2πt)

0


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for κ, λ ∈ N , κ, λ ≠ 0.
  Using these function, we can define manufactured solutions 

for the non-stationary Maxwell problem. One of the solution 
for κ = 1, λ = 1 can be introduced as

uA(x, t) = γu1
1,1(x, t) + 2γu2

1,1(x, t) + 3γu3
1,1(x, t) (50)
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Fig. 6. Percentage of the L2 relative error between computed elec-
tric (red) or magnetic (blue) vector fields, and the exact solution of the
manufactured problem.

Fig. 7. Percentage of the H(curl) relative error between computed elec-
tric (red) or magnetic (blue) vector fields, and the exact solution of the
manufactured problem.

Notice that uA has six components, where the first three com-
ponents denote the electric field E and the last three compo-
nents denote the magnetic field H. The parameter γ is selected
in such a way thats ∥uA(x,0)∥L2(Ω) = 1. In the code, we solve

∂E
∂ t

(t) =
1
ε

∇×H(t) t ∈ R,x ∈ Ω (51)

∂H
∂ t

(t) =− 1
µ

∇×E(t) t ∈ R,x ∈ Ω (52)

divεE(t) = 0 t ∈ R,x ∈ Ω (53)

divµH(t) = 0 t ∈ R,x ∈ Ω (54)

E(t)×n = 0 t ∈ R,x ∈ ∂Ω (55)

H(t) ·n = 0 t ∈ R,x ∈ ∂Ω (56)

E(x,0) = E0(x) x ∈ Ω (57)

H(x,0) = H0(x) x ∈ Ω (58)

The initial states E0 and H0 are selected using uA(x,0), the
permittivity ε = 1, and the permeability µ = 1.

Next, we introduce non-regular material data representing
the human head. In other words, we put the human head
into this electromagnetic field and observe the result. Our
simulations are based on digital data, the MRI scan with 29
two-dimensional slices, each one with 532 times 565 pixels.
Each pixel’s intensity is a value from the range of [0, 255],
and it’s proportional to the material’s (skull, skin, tissue, and
air) normalized density. Exemplary slices of the human head

from the MRI scan are presented in Figure 2. Next, accord-
ing to the MRI scan data, we employ material data chang-
ing on the skull, skin, tissue, and air. We assume air (MRI
scan data ≤ 1), skin or brain (tissue in general) (1 ≤ approx-
imation ≤ 240), and skull (approximation ≥ 240). We en-
force different material data using the method described in this
section. The material data in the Maxwell equations are se-
lected according to the tissue kind, following [16]. Namely,
we introduce ε̂ ∈ {ε̂AIR, ε̂T ISSUE , ε̂BONE} = {1.0,45.8,16.6}
and µ̂ = {µ̂AIR, µ̂T ISSUE , µ̂BONE} = {1.0,1.0,1.0}. The ma-
terial data ε̂, µ̂ are defined as relative to the vacuum permit-
tivity and permeability of free space, namely ε = ε̂ε0, where
ε0 = 8.854×10−12, and µ = µ̂µ0, where µ0 = 12.556×10−7.
The permeability µ , as related to a magnetic field, is not sensi-
tive to varying materials. Thus, all its components are equal.

We investigate now the obtained numerical results. In Figure
3, we present the snap shoot from the simulation - the config-
uration of the electric and magnetic fields, obtained from this
manufactured solution. In Figure 6 we present the percentage
of the relative L2 norm error between the numerical and an-
alytical solutions computed for the entire time-interval of the
simulation, with different time steps, with 16×16×16 mesh.
Namely, we compute

Electric field L2 error =

100×
∫ 1

0

∥Eexact(x,y,z; t)−E(x,y,z; t)∥L2(Ω)

∥Eexact(x,y,z; t)∥L2(Ω)

dt, (59)

Magnetic field L2 error =

100×
∫ 1

0

∥Hexact(x,y,z; t)−H(x,y,z; t)∥L2(Ω)

∥Hexact(x,y,z; t)∥L2(Ω)

dt. (60)

In Figure 7 we present the percentage of the relative H(curl)
norm error between the numerical and analytical solutions
computed for the entire time-interval of the simulation, with
different time steps.

Electric field H(curl) error =

100×
∫ 1

0

∥Eexact(x,y,z; t)−E(x,y,z; t)∥H(curl)(Ω)

∥Eexact(x,y,z; t)∥H(curl)(Ω)
dt, (61)

Magnetic field H(curl) error =

= 100×
∫ 1

0

∥Hexact(x,y,z; t)−H(x,y,z; t)∥H(curl)(Ω)

∥Hexact(x,y,z; t)∥H(curl)(Ω)
dt. (62)

From these experiments, we can conclude that our time-
integration scheme, including the operator splitting, is second-
order accurate in time (one-order decrease of the time step size
results in two-order of magnitude lower error), and it provides
correct numerical solutions. Further increase of the accuracy
would require increasing of the spatial mesh dimensions.

In Figure 4, we investigate the convergence of the solution
measured in L2 norm when we increase the number of time
steps, from 1

80 = 0.0125, 1
320 = .0.003125, 1

640 = 0.0015625,
and 1

1280 = 0.00078125. In other words, we decrease the time
step size, and observe the numerical accuracy. Similarly, in
Figures 5, we investigate the convergence in the H−curl norm
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Marcin Łoś, Maciej Woźniak, and Maciej Paszyński

Fig. 8. First row: x component of the electric vector field. Second row:
y component of the electric vector field. Third row: z component of the
electric vector field. Columns - cross section along OYZ plane, time
moments: 0, 0.25, 0.5, 0.75, 1.0s. 32x32x32, quadratic C1 B-splines.

Fig. 9. First row: x component of the magnetic vector field. Second row:
y component of the magnetic vector field. Third row: z component of the
magnetic vector field. Columns - cross section along OYZ plane, time
moments: 0, 0.25, 0.5, 0.75, 1.0s. 32x32x32, quadratic C1 B-splines.

when increasing the number of time steps (decreasing the time
step size). We can see that the numerical error becomes stable
during the entire simulation, and it does not grow with time
steps more than 0.0002 for the L2 norm and more than 0.015
for the H−curl norm for the smallest time step size employed.
We conclude that the method is stable and convergent.

Finally, we summarize the results of propagation of electro-
magnetic waves on the human head in Figures 8-9. We can
see the interaction of the electromagnetic field with the human
head, as well as with the metallic handle, employed the keep
the human head stable during the MRI procedure.

5. SCALABILITY OF THE PARALLEL SHARED-MEMORY
CODE

In this section, we present the measurements of the execution
time of the parallel shared-memory code for non-stationary
Maxwell simulations with non-constant material data. We im-
plemented our method in [15] framework. The experiments
were performed on a Linux workstation equipped with AMD
Ryzen 9 3900X processor with 12 physical cores and a total
of 24 virtual cores, with 64 GB of RAM. We run the measure-
ments for linear, quadratic, and cubic B-splines for 8× 8× 8,
32× 32× 32, and 128× 128× 128 elements. The execution

Table 1. Execution time (time [s]) over the 32×32×32 mesh, with linear
(p = 1), quadratic (p = 2), and cubic (p = 3) B-splines, with number of
cores varying from 1 to 24.

# cores p1 p2 p3

1 6.02 65.05 358.18
2 3.11 33.24 183.03
4 1.59 16.81 92.27
8 0.85 8.79 48.68
12 0.58 6.00 33.04
16 0.51 4.96 26.38
24 0.38 3.59 19.54

Table 2. Speedup over the 32 × 32 × 32 mesh, with linear (p = 1),
quadratic (p = 2), and cubic (p = 3) B-splines, with number of cores
varying from 1 to 24.

# cores p1 p2 p3

1 1 1 1
2 1.93 1.95 1.95
4 3.77 3.86 3.88
8 7.06 7.39 7.35
12 10.28 10.83 10.83
16 11.72 13.10 13.57
24 15.66 18.07 18.32

10

times are summarized in Tables 1-3. We verify now a linear 
computational cost for different numbers of processors and or- 
ders of B-splines. We measure the time per element, measured 
in nano-seconds per element, where we increase the number 
of elements. We perform these measurements for one core and 
for 24 cores. We can see from Figures 10-11 that the execu- 
tion time per element remains constant when we increase the 
mesh from 8 × 8 × 8 = 512 to 128 × 128 × 128 = 2 097 152, ,
elements. We conclude that our code delivers a linear compu- 
tational cost. We also measure the speedup for computational 
grids of size 32 × 32 × 32 and 128 × 128 × 128, and we sum-
marize the experiments in Tables 2-4. In Tables 2 and 4, we 
can observe that speedup grows beyond the number of physi- 
cal cores. As it is true, please note that after reaching 12 cores, 
speedup growth is slightly flatter. The main reason is that 
Hyper-threading (HT) technology is more mature than several 
years ago. Also, the type of workload considered in this pa- 
per benefits from HT. Hyper-threading allows a single physical 
core to execute multiple threads simultaneously. The physical 
core can only execute one instruction at a time. HT allows the 
CPU core to switch between multiple threads quickly. This is 
highly beneficial when one thread waits for data from RAM or 
another resource. The core can switch to another thread that 
is ready to execute. Please note that the speedup achieved by
Hyper-threading depends on the nature of the workload.

6. CONCLUSIONS

We show that it is possible to vary material data in non- 
stationary Maxwell simulations, preserving the linear compu- 
tational cost of the direction splitting solver. In our method 
we can vary the material data with test functions. We test the
method using the model Maxwell problem formulation and we
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Table 3. Execution time [s] over 128× 128× 128 mesh, linear (p = 1),
quadratic (p = 2), and cubic (p = 3) B-splines, # cores from 1 to 24.

# cores p1 p2 p3

1 395.21 4152.44 22935.37
2 203.69 2113.76 11830.60
4 104.10 1082.28 5987.16
8 55.06 566.83 3151.49
12 38.07 383.91 2133.77
16 34.28 330.98 1810.17
24 25.75 238.18 1275.99

Table 4. Speedup over 128 × 128 × 128 mesh, with linear (p = 1),
quadratic (p = 2), and cubic (p = 3) B-splines, # cores from 1 to 24.

# cores p1 p2 p3

1 1 1 1
2 1.94 1.96 1.93
4 3.79 3.83 3.83
8 7.17 7.32 7.27
12 10.38 10.81 10.74
16 11.52 12.54 12.67
24 15.34 17.43 17.97

Fig. 10. Time [ns] per element. Number of elements from 8× 8× 8 =
512 to 128× 128× 128 = 2,097,152 elements. Measurements for linear
(p = 1), quadratic (p = 2), cubic (p = 3) B-splines, with 1 core.
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