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SELECTED PROBLEMS OF ROBOT CONTROL

Active Disturbance Rejection Control of a 2DOF manipulator
with significant modeling uncertainty
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Abstract. This paper presents a practical verification of an Active Disturbance Rejection Control (ADRC) method in governing a multidi-
mensional system. The experiments were conducted on a two degrees of a freedom planar manipulator with only partial knowledge about
the mathematical model of the plant. This multi input multi output system was controlled with a set of two, independent, single input single
output ADRC controllers, each regulating one of the manipulator degree of freedom. Modeling uncertainty (nonlinearities, cross-coupling
effects, etc.) and external disturbances were assumed to be a part of the disturbance, to be estimated with an observer and cancelled on-line
in the control loop. The ADRC robustness was experimentally compared with the results obtained from using two decentralized, classic
PID controllers. Both control methods were tested under various conditions, e.g. changing the inertial parameters of the plant. Significantly
better results, in terms of parametric robustness, have been reported for the ADRC approach.

Key words: ADRC, 2 DOF manipulator, modeling uncertainty.

1. Introduction

1.1. State of the art. One of the most fundamental research
area in control theory and application is the study of dis-
turbance rejection problem. Since most of the real environ-
ment systems unavoidably encounter disturbances, the goal
is to use a control approach that will stay robust against the
acting perturbation, while continue to effectively execute the
desired task. Many methods, including adaptive and robust
techniques, were proposed over the years to deal with this is-
sue of both internal (i.e. related to the modeling uncertainty)
and external disturbances in the system [1]. Despite the enor-
mous work done in this subject, the mentioned control frame-
works do not solve the problem entirely. The main reason is
that most of them greatly depend on the mathematical model
of the considered plant. In consequence, the quality of such
model-based control systems rely directly on the accuracy of
the assumed analytical description which, by the presence of
for example nonlinearities and time-variant effects, is hard to
obtain in engineering practice.

Some other techniques can be found in the literature that
address the disturbance rejection problem by first trying to es-
timate the perturbation and then compensate its effects (a sur-
vey can be found in [2]). These techniques include Distur-
bance Observer [3], Unknown Input Observer [4], and Pertur-
bation Observer [5]. The above methods are relatively simple
to implement but are mostly dedicated to linear, time-invariant
cases with an additional assumption that the precise mathe-
matical description of the plant is somehow available. On the
other hand, methods dedicated to nonlinear and time-variant
plants include Model Estimator [2] technique and Time Delay
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Control [6]. They do not need a full analytical description of
the plant but their main drawback is that they require informa-
tion about higher order derivatives of the plant output signals,
which can be problematic in some industrial situations.

Different approach for dealing with the system uncertainty,
that does not poses the drawbacks mentioned above, is rep-
resented by an Active Disturbance Rejection Control method
(or ADRC), proposed in [7, 8]. The ADRC is based on an ex-
tension of the system model with an additional and fictitious
state variables, representing those elements of the system dy-
namics that the user does not include in the mathematical
description of the plant. These virtual states (sum of internal
and external disturbances, sometimes denoted as a fotal dis-
turbance) are estimated on-line and used in the control loop
in order to decouple the system from the actual perturbation
acting on the plant. If the estimation procedure is accurate
then this disturbance rejection feature allows user to treat the
considered system with a simpler model, since the negative
effects of modeling uncertainty are compensated in real time.
As a result, the operator does not need a precise analytical de-
scription of the system, as one can assume the unknown parts
of dynamics as the fotal disturbance influencing the plant.
Robustness and the adaptive ability of this method makes it
an interesting solution in scenarios where the knowledge of
the system is not fully available.

The ADRC is a patented control framework that grows in-
tensively in popularity. It was already proven to be a promising
solution in various benchmark tests [9-11], as well as in prac-
tice [12—-14]. The ADRC concept is also succesfully expand-
ing in the industry, generally by a Cleveland State University
spin-out company called LineStream Technologies'. Howev-
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er, still a lot of research needs to be done regarding ADRC
from both theoretical and practical points of view, since there
are still some major disadvantages and unanswered questions
regarding this approach.

1.2. Problem definition. One of the issue that still has to
be addressed is the actual quality of ADRC approach in con-
troling a complex MIMO systems without a precise modeling
information. According to the authors best knowledge, there is
no version of the ADRC dedicated strictly to multidimension-
al plants. Thus, it is interesting to investigate the applicability
of decentralized version of ADRC to MIMO plants, where
a set of controllers regulate each system degree of freedom
seperetly.

Hence, in this work, we focus on the implementation of
the decentalized version of ADRC algorithm for a two de-
grees of freedom (2DOF) laboratory manipulator? [15], with
its mathematical model limited only to the knowledge of the
system relative order. The cross-coupling effects in the con-
sidered 2DOF manipulator lead to an increase of the kinetic
energy during the task realization, and for this reason, the
use of proper control rule is crucial from practical point of
view. The potential influence of the coupling phenomenon
is treated in such framwework as a part of the acting exter-
nal disturbance. In this study, the ADRC is compared with a
classic model-free PID controller since the level of assumed
system uncertainty in the considered 2DOF system effectively
limits the possibility of using model-based control techniques
(like Model Predictive Control or Feedback Linearizaion).

2. ADRC method

2.1. Basic idea. Instead of following a traditional modeling
approach to obtain a mathematical expression of the acting
disturbances, the ADRC method is an alternative that sig-
nificantly reduces the dependence on explicit modeling. In
ADRC, the necessary system information is obtained only
through the input-output data of the considered plant. The in-
formation is acquired in each sampling time and is used by the
feedback control system. Consequently, this control concept
has the ability to react instantly against the fotal disturbance
of the plant. In the ADRC framework, such disturbances are
actively estimated using an Extended State Observer (or ESO)
and further cancelled out in the control signal. Additionally,
by rejecting the uncertainties in the system, task can be con-
ducted effectively in the absence of the accurate mathematical
model of the process.

Two main loops can be distinguished in the original ADRC
concept: inner control loop (where the estimated disturbance
is incorporated in the control signal) and outer control loop
(where the reconstructed states are used in the output feedback
controller).

2.2. State observer. The idea of ESO for estimating fotal
disturbance can be demonstrated for a following single input

single output n-th order plant:

yt" = [dint (t, WY, Y, s 7y(n71)) + de;ct:|
+bu = f + bu,

ey

where y is the plant output signal, u is the plant input signal,
d;nt represents the overall internal disturbances (unmodeled
system dynamics, parameter uncertainty, etc.), de,; represents
the overall external disturbances that affect the system, b de-
notes the system parameter, and f is the total disturbance’.
The above plant can be rewritten using the assumed phase

state variables (i.e. r1 =y, t3 =9, ...) as:
3.5'1 = T2
jj2 = I3,
(2)
Tn = f + bu.

Assuming that f is m-times differentiable, the system from
equation (2) can be augmented with other (also fictitious) state
variables as seen below:

i‘l = T2,

j)2 = I3,

Ty = Ty + bua
H,_l (3)

jnJrl = fa

jf"n-{-Q - fa

jf"n-{-'m = f('rn)7

where x,41 is the fotal disturbance from equation (2) and
Tp41, Tny2, .-, Tntm are representing its consecutive time
derivatives. Hence, choosing higher order of m allows user
to reconstruct more complex disturbances, since the observer
can track (m — 1)-th order polynomial functions. On the other
hand, high order ESO makes it more sensitive to noise and
more difficult to tune.

The ESO, which in its linear version takes the form of a
well-knwon Luenberger observer, can be designed to estimate
states 1, To, . .

3Ty 41y 42y« + o s Tngm:

T1=22— Pie,

To =23 — B2,

%\n:/x\’r - 76—{-/[)\11/,
1+1 ﬁL (4)

Tyl = Tny2 — Bni16,

Tp4+2 = Tp43 — ﬁn—f—Q €,

Tnt+m = _ﬁn—f—m €,

2The work is a continuation and development of the research started in [15], where parametric robustness tests were performed on a 1DOF manipulator.
3 As mentioned before, we assume that we do not have any knowledge about the system, only its relative degree of freedom (7).
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where 31, B2, - . ., On» Bnt1s Brnt2s - - -y Bntm are the observ-
er gains, € := y — 2y stands for the estimation error of state
1, and b is an estimation of parameter b from equation (1),
usually chosen explicitly by the user.

2.3. Feedback controller. The control goal is to obtain prop-
er estimation and then cancellation of the rofal disturbance
along with the assurence of satysfying trajectory tracking. The
governing signal in the traditional ADRC is defined as follows:

wi= T

b

where wu is the output signal from a feedback controller. The
type of controller in ADRC is optional, but should be related
to a given task and the desired closed-loop behavior of the
system. One can notice that the b parameter scales the dy-
namics of the controller since it shapes the denominator of
the above control rule. Assuming the proper estimation of b
(i.e. b~ b) and total disturbance (i.e. Tp11 ~ f) we can
idealistically assume that:

&)

y<">f+buf+b< ~ T (6)

—Tpa1 + ﬂ)

The complex system from equation (2) can now be ex-
pressed with a simpler and disturbance-free theoretical equa-
tion (6), which in the considered example reduced the initial
system (1) to just a set of linear integrators, which can be
effectively governed with some classical linear control de-
signs [1]:

i‘l = T2,
j)2 = 3,

(7
& =

2.4. ESO parameterization. The ESO gains can be found
using a simple pole-placement method (as presented in [16]),
where the roots of a characteristic polynomial:

)\(S) — anrm + ﬁl Snerfl + ﬁQ 5n+m72

®)
+.. 4 Bugym—2 s + Brntm—15+ Bnim
are compared to a following polynomial:
G(s) = (s 4 wp)" ™™, 9

which places all of the observers poles in the left half plane
at —wy, making the characteristic polynomial a Hurwitz-type.
The overall performance of ADRC is thus highy related to the
state reconstruction phase, that is why the observer gains have
to be chosen large (in practice however, a compromise has to
be made between estimation quality and noise filtering). When
implementing ADRC, the user has to remember to start the
tuning procedure with the observer. Once the state estimation
is satisfactory, the operator can begin to tune the feedback
control loop. Thanks to the separation principle, observer and

4www.control.put.poznan.pl
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controller tuning can take place independently. The (n + m)-
th order ESO with an exemplary feedback control scheme is
presented on Fig. 1, where yq4 is the reference signal.

outer loop

inner loop dm
Feedback | n-th order
controller J g Plant = y
A
ot |yl (ntm)-th order
y £, ESO
]

Fig. 1. Exemplary n-th order plant with the feedback controller and
the (n + m)-th order ESO.

2.5. Comments on stability. Although the ADRC has
demonstrated its advantages in many practical applications
(mentioned in previous section), its full theoretical analysis is
still an open problem. However, some interesting contribution
can be pointed out at this time as well.

In [17], the stability of ESO and the whole ADRC was
considered. It was proven there, that with a given plant dy-
namics, the system describing the estimation error in ESO
is asymptotically stable. It was also shown that with a plant
mathematical description largely unknown, the ESO can esti-
mate the unmodeled dynamics and disturbances. Additionally,
the estimation error upper bound of the ESO monotonously
decreases with the observer bandwidth. Moreover, the closed-
loop system based on ADRC was shown to be asymptotically
stable when the plant model was given. But with the plant dy-
namics largely unknown, the tracking error in ADRC and its
up to (n — 1)-th order derivatives were shown to be bound-
ed and their upper bounds monotonously decrease with the
observer and controller bandwidths.

In [18], by the use of a singular perturbation method,
the observer error and the tracking error of the system were
proven to be exponentially stable. Bounded input and bounded
output stability was suggested in [19] and the frequency do-
main stability analysis for linear plants was presented in [20].
The convergence and the bounds of the both estimation error
and tracking error were also presented in [21]. In [22], bound-
edness of all variables of the closed-loop system in the pres-
ence of modeling uncertainty and time-varying disturbance
was guaranteed with a nonlinear version of ESO.

3. System description

To bring closer the rationale of proceeded experiment, the
working principles as well as the analytical model of the con-
sidered plant are introduced below. The planar manipulator
with two rotational joints (PM2R, details in [23]) used in
the tests was designed by a research group affiliated with the
Chair of Control and Systems Engineering* from the Poznar
University of Technology.
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3.1. Physical characteristics. The PM2R is seen in Fig. 2.
Its axes of rotation run parallel to each other and perpendic-
ular to the gravity vector. Lengths of the links are equal to
L; = 0.25 m and Ly = 0.18 m. The area of reachability of the
end effector is thus a ring of outer radius R,y = L1 + Lo =
0.43 m and inner radius R;,, = L1 — Lo = 0.07 m.

Q\ pivot point (motor, gear, encoder)

first manipulator link (L)

second manipulator link (L;)

imy ’1)

Fig. 2. The PM2R manipulator with the assumed notation.

Each of the joint is driven with a 12 V DC motor with
a planetary gear attached to the shaft. The reduction ratios of
the gears are equal to 11 = 1/36 and 72 = 1/20.25 respec-
tively. In order to preserve the motors from damage due to
supertension, an artificial voltage saturation of value |Usq:| =
12 V is set in the controller. It results in system nonholonomic
constraints (i.e. the velocities are bounded) which introduce
additional signal uncertainty. On each motor shaft, an impulse
encoder of resolution p = 500 % is mounted. The control
system is implemented on a TMS320F2812 fixed-point DSP
board with constant sampling rate set to 75 = 0.0011 s. The
initial point of the end effector (equal to the natural stable
point, congruent with the minimal potential energy of the
system) is situated in Xy,i, [m] = (0, —L; — Lo). This point
is achieved with the ¢ui, [rad] = (0, 0) configuration.

3.2. Mathematical model. The input signals of PM2R are
the voltages u.,,1 [V] and u,,2 [V] provided for each of the
two DC motors driving the links. The output signals of the
system are the angular positions g,,,1 [rad] and ¢,,2 [rad] of the
motor shafts. In general, the model of PM2R can be written

as two scalar equations concerning each of the manipulator’s
links:

Ij‘jmj+fj =Tmj + Tzj — Tcj, for j:{laQ}a (10)

where I; [kgm?] denotes the inertia part of the model, f;
[Nm] presents the friction model, 7,,; [Nm], 7.; [Nm], and
Tc; [Nm] are the driving torques, disturbance torques and
cross-coupling torques respectively.

512

By introducing the dynamical parameters p; — ps as in
Table 1:

Table 1
Dynamical parameters of the PM2R model
p1 [kgm?] maL2 + Jo
p2 [kgm?] 2moL1 Lo
p3 [kgm?]  Ji +miL? +4dmaL?
P4 [Nm] maLag
p5 [Nm] (m1L1 +2maL1)g

where m; [kgl, J; [kg m?] are the mass and moment of inertia
of j-th link respectively, g [g} is the gravitational accelera-

tion, the inertia part for the PM2R links can be described as:

I = Jy1 + 03 (p1 + p3),
(11)
I = Jm2 + 77%(132)-

Here, J,,; [kg m?] is the moment of inertia of the j-th mo-
tor shaft. The friction model consist of joint as well as motor
shaft friction. The cross-couplings influence is given by:

Tel = MGm1P2Cm1 + N2Gm2P2Cm2 — N1¢m1M24m2P25m2

—M2Gm2p2(Mm1 + N2Gm2)Sm2 + Psc1 + pacmiz . (12)

Tea = (P1 + P2¢2)N2lima + N3G21025m2 + PaCmiz

where, for simplicity s,,1 = sin(gm1), ¢m1 = cos(¢m1) and
Cm12 = COS(le + Qm2)
The driving torques stem directly from the electromechan-
ical model of the DC motors and can be simplified to:
kr;

Tmj = o (Umj — Kejdmy),

13
R, (13)
where kr; [NT"’] is the j-th motor’s torque constant, k; [Xl—(ﬂ
is the j-th motor’s speed constant and R; [€)] is the j-th mo-
tor’s coil electrical resistance. Note that the motor inductance
was ignored because of its to low importance.

By presenting the analytical model of the system, we try
to emphasize the difficulties concerning working with model-
based control methods (e.g. the amount of parameters to be
known or identified). A precise model itself will not be used
in the presented control algorithms.

4. Application of ADRC method
to PM2R manipulator

For the sake of design simplicity and further tuning, following
assumptions were made:

Al According to our best knowledge, there is no multi in-
put multi output version of ADRC available at this time.
Hence, one independent controller for each degree of free-
dom (i.e. each DC motor driving the link) was designed.
Therefore, the considered control system is a set of second
order SISO controllers each governing one dimension of
the plant. In such approach, we treat the cross-couplings
effects as part of the external disturbance.

Bull. Pol. Ac.: Tech. 60(3) 2012
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A2 No information about the system parameters is given. On-
ly the relative degree of each SISO part of the 2DOF plant
is known (i.e. n = 2). Additionally, both input and output
signals of the PM2R are available by direct measurement.
The first derivative of total disturbance equals zero (i.e.
m = 1, see Sec. 2). This may look like a strong as-
sumption, that we consider the perturbation to be constant.
However, it was shown in [24] that the ADRC has great
capabilities of estimation different types of disturbances
(e.g. constant, square, sinusoidal), even when m = 1.

In order to implement the ADRC on DSP board, a back-
ward Euler discretization method was used. However, for
clarity of presentation, the upcoming mathematical delib-
erations will be given in continuous form.

A3

A4

By assuming following phase state variable 11 = g1,
the mathematical model of the first link from equation (10),
can be rewritten as:

T11 = To1,

fl() + blumla

where f1 is the assumed total disturbance of the system,
which is a sum of all the uncertainties of the considered sys-
tem and by is a system variable’.

The extended model, consisting of an extra state (i.e. x3)
representing the total disturbance, is presented below:

(14)

To1 =

T11 = T21,

To1 = 231 + b1 U1, T31 = fi1, (15)

fr.
Now, a following third order ESO is designed for the above
system:

31 =

Z11 =221 — P €,

To1 = B31 — Ba1 €1 + by U, (16)

Ty = —B31 €1.

The control signal of the first motor is described with a
following equation:

—T31 + Uy

Uml = —= .

17
5 a7)

A simple PD controller (denoted as ;) was chosen for
each ADRC control loop. Assuming the proper estimations of

b1 (i.e. by =~ by) and the fotal disturbance (i.e. T31 ~ f1) one
can assume that:

—Z31 + W

Gm1 = f1 + b1 um1 = fi +b1< 5 >% uy. (18)

1

The complex system described by equation (10) can now
be expressed with a simpler and disturbance-free equation
(18) which is a set of the following linear integrators:

T11 = T21,
To1 = U1, (19)
Yy=2=a1.

The above reduced model can be rewritten using tracking
error:

€1 = Td11 — T11,
€1 = Tq11 — £11 = Td21 — T21, (20)
€1 = Tgo1 — T21 = Zq11 — U1,

where x411 is the desired value of state x1;, element x 421 i
the desired value of state xo1. In the above formula, element
u; is the feedback controller responsible for minimizing the
tracking error:

Uy = Zqi1 + usp1 = La11 + [kp1 ka1] [e1 al’, 21

where Z411 is the feed-forward Signal6, usy1 is the feedback
part (we considered it as a PD controller), k; is the propor-
tional gain, kg; is the derivative gain, error and its derivative
are defined as e = ¢uq1 — @m1 and é = g1 — T21, respec-
tively. Signal ¢,,; is available by the use of an encoder, placed
on the motor shaft.

By applying equation (21) to the third term in (20) we
obtain a following error dynamics equation:

€1+ kqré1 + k:plel =0. (22)

By choosing proper k,; and k41 gains we can obtain the
exponential convergence of the tracking error to zero for any
initial conditions.

Consideration, similar to the one above, can be done for
the second manipulator link. It will result in two separate
ADRC controllers, one for each dimension of the system. The
full ADRC control scheme for the PM2R system is presented
on Fig. 3. The tuning of such control system will be presented
later on. Similar observer parametrization to the one seen in
Subsec. 2.3 was used for the purpose of the experiment.

SUsually, this parameter is considered to be constant, however when dealing with cross-coupled systems the parameter varies in time, since it is in this

case a function of gm2, ¢m2, and §m2.
5We assumed in the implementation that this element is unavailable.
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Fig. 3. Block diagram of the decentralized ADRC design for the PM2R system.

S. Trajectory planning

Planning a reference trajectory in the Cartesian space for a
2DOF manipulator is not a trivial task. At first, the geometry
of the designed path must be chosen on the two dimensional
plane X,YE R?. Then, the path is parametrized with time,
i.e. the velocities are considered, generating the designed tra-
jectory. Finally, on the basis of previous calculation and an

a)

‘ @ Designed trajectory === Reference trajectory

0.3

0.2

0.1

Y [m]

-0.1

-0.2

-0.3

/

-0.4/
Xmir
-0.5

0 0.05

0.1 015 02

X [m]

025 03

inverse kinematics method, the Cartesian space trajectory is
projected into robot state space.

Two different trajectories must be distinguished: the de-
signed trajectory (i.e. generated on the basis of the ideal shape
path, developed by the designer) and the reference trajecto-
ry (i.e. the result of inverse kinematics process). Comparison
between the designed trajectory and the reference trajectory
is presented on Fig. 4.

b)
Y[m] a
¢ gravity
Ry
-
A
Ry
*/
. >
O Xm)
L, \
DA/, '
(X%) v
A%
\
L,

\:| Achievable area I Designed trajectory

Fig. 4. Differences between “designed” and “reference” trajectories for the robot end effector (a) and a schematic interpretation of the
manipulator with the designed trajectory (b).
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Additionally, we use traditional notation, where the trajec-
tory is a path with extra time regime.

5.1. Designed path and trajectory. Designed path is repre-
sented in the Cartesian space in which the end effector moves
along the rectangle border (Fig. 4). The path’s central point
coordinates are O, = 0.25 m, O, = 0 m, and the lengths of
horizontal and vertical sections are 2, = 0.15m, By = 0.5m
respectively. The designed trajectory is given by the follow-
ing parameters. Execution time of one cycle (i.e. each of four
sections on Fig. 4) equals T" = 6 s. Each of the four sec-
tions of the rectangular reference path is executed within the
same amount of time, i.e. Ts. = % s, thus the velocities
along longer segments have greater values than the ones along
shorter segments’.

The trajectory of each segment is designed as a standard
Linear Segments with Parabolic Blends (LSPB) trajectory.
The blend time is equal to T}, = % and the maximum velocity

is calculated as: p

T-T,

where d [m] describes the length of a section (i.e. R, or Ry).
The velocity of the end effector along the single section is
given by the trapezoid shape.

It is also worth noticing, that the designed trajectory start
point should be chosen as close as possible to the natural
manipulator state. With control system, properly chosen and
tuned, the error will converge quickly but within first seconds
the transitional state can be crucial for the plant working con-
ditions.

Note that following the path presented on Fig. 4 is a very
demanding task, since it covers points situated close to ma-
nipulator achievable area border. Additionally, the influence
of the gravity vector is increasing while moving along verti-
cal segments of a given path, as it is either decelerating or
accelerating the end effector.

Vmaz = (23)

5.2. Inverse kinematics To plan a trajectory in the Cartesian
space, obtaining the desired state-space signals is necessary,
hence the inverse kinematics needs to be implemented. In gen-
eral, this task is not trivial because of ambiguous solutions
obtained by calculations. That is, most of the end effector
positions can be achieved with more than one state configu-
ration.

As a solution, a Jacobian method is used to produce the
state-space trajectory. This closed loop system involves the
direct kinematics mechanism in the feedback loop and in-
verse Jacobie matrix in the main loop. Direct kinematics is
described with the following equations:

x = Lysin(q1) + Lo sin(q1 + ¢2),
(24)
y = —Licos(q1) — Lacos(q1 + q2).

The above equation calculates coordinates x [m] and y [m] of
the end effector from state configuration ¢; [rad] and ¢» [rad].

The analytical Jacobian matrix for considered system is pre-
sented below:
Licy + Laciz Lacio

JA: 9

(25)
Lisi + Losia  Lasio

where s1, ¢1, $12 and c¢;o are abridged notations of sin(q; ),
cos(q1), sin(qa + g2) and cos(q1 + ¢2) respectively. Mul-
tiplication of the matrix from (25) and angular velocities
q = [41 G2]T of the joints gives the velocity vector of the
end effector v = [i ¢]” . Inversion of this matrix leads to
equation:
qg=J,'v. (26)

In some cases, the J4 matrix appears to be singular, so
then the inversion procedure is impossible. The phenomenon
appears only for short time periods. That is why, it is im-
portant to implement a security rule in which the angular
velocities stay constant until Jacobie matrix leaves singularity
region.

Finally, the Jacobian inverse kinematics method is de-
scribed with:

qg=J," (vg+a(zs—z)), 27)

where the a parameter is an additional error gain, and was set
to 5 Hz. For the sake of clarity, the inverse kinematics system
is additionally depicted on Fig. 5.

Ty ,Ya
TayYa Ps 1 91,9,
e e e ]
T,y x = Lysin(qy) + L2 sin(q1 + q2)

y = —Lycos(q,) — Lacos(q, +q,)

Fig. 5. The Jacobian method scheme.

6. Experiment preparation

The aim of the tests is the practical verification of the ADRC
method in controling the multidimensional plant with the lack
of precise modeling. Hence, the experiment is divided into
two following cases:

E1l In the first part, we tune ADRC and PID for the “pure”
PM2R mechanism (i.e. no additional mass attached on
the end effector), described in Sec. 3. The goal here is
to aquire similar control quality in terms of desired path
tracking with the presence of highly unknown and unpre-
dictible phenomena.

In the second part, we mount an additional mass mqqq =
0.2 kg to the end effector and without any additional re-
tuning after case E1 we test both of the control systems
again. The objective is to examine the parametric robust-
ness of the ADRC and PID in the case of increasing the
moment of link inertia.

E2

7Various velocities provide a better outlook on control system’s behavior in different situations. This action is deliberate.
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6.1. Tuning process. Both of the considered controllers were
tuned empirically with the goal to provide the best control
quality (in terms of minimization of the tracking error with-
out significant output signal overshoot). It is not trivial to find
proper tuning parameters for MIMO system, especially with
the influence of cross-coupling effct and the lack of plant full
mathematical description. Hence, for both of the considered
controllers an intuitive and model-free technique was used
and is described next?.

In the PID approach, three parameters (proportional, inte-
gral, and derivative gains) for each control dimension had to
be chosen, namely: kp1, ki1, ka1, and kpa, ki, kq2. The tun-
ing procedure started with only the proportional term being
increased until the desired level of output signal was obtained
with not more than 10% output signal overshoot. Next, the
derivative gain was implemented to compensate the overshoot.
The integrating action was also added to limit the possible
steady-state error effect, even though it was hard to observe
because of the constant movement of the second joint and its
reaction on the whole system.

For the ADRC, we introduced a parametrization technique
to reduce the number of parameters in the tuning procedure
(see Subsec. 2.3). Nevertheless, four parameters still had to
be chosen for each ADRC controller, namely: k1, k41, w1,

31, and kpa, kg2, wo, 32. We should notice that even though
in the ADRC, the observer and the controller can be tuned
independently (by the virtue of separation principle), the user
should start the tuning process with the observer since the
observer works in inner loop of the whole feedback control
systems. The ESO can be easily tuned in the considered setup
by manualy moving each joint in the both motors idle modes.
Once the ESO is estimating all the needed signals with sat-
isfying quality and without unacceptable measurement noises
in the higher state variables, then the tunning process of the
PD feedback controller can begin. Here, the tuning approach
is similar to the one in PID, however the integrating element
is omitted since it is already included in the structure of the
proposed state observer. Parameters chosen for the PID and
ADRC method are in Tables 2 and 3:

Table 2
The PID tuning parameters
kp1 =150  kjin=1 kga=2
kp2 =150  kio=1 kga=2
Table 3
The ADRC tuning parameters
kp1 =150 kqgp =4 w1 = 12.5 b1 =2
kp2 = 150 kgo =4 w2 =9 by =2

6.2. Polar coordinates error. In order to depict results in
more intuitive way, a polar coordinates error is introduced.
The polar error directly shows the modulus (p [rad]) and phase
(¢ [m]) errors, which can be interpreted as errors in space and

time. The joint space error as well as the error in the Carte-
sian space do not have to be as evident in its importance as
the polar coordinates error.

We choose the pole to be the central point, i.e. (O, Oy).
The error is described with following equations:

ep = pd — Py
e(P:(pd_g%

(28)

where pg [m] and p [m] describe the desired and the actual
trajectory modulus respectively, while ¢4 [rad] and ¢ [rad]
represent the desired and the actual trajectory phase, respec-
tively. They are obtained with the equations seen below:

p=1/(x—0:)2+ (y—0,)?,
¢ = atan2c (y — Oy, x — Ox),

(29)

where atan2c(-) : $2 — RN is a two argument, continuous
version of arcus tangent function.

6.3. Curvature Projection Error. In the upcoming experi-
ments, we also tested the controllers in a path tracking task.
It is justified by the fact that the path is more intuitive to an-
alyze than trajectory®. To depict the quality of path following
in means of shape projection, a Curvature Projection Error
(CPE) is introduced. The CPE is calculated for each point
of the end effector achieved path. All points of the path are
subscribed to one of four groups of points, each representing
one side of the designed path rectangle. The CPE denotes
the distance between the point of the achieved path and the
closest point in designed path, with an assumption that both
points ought to be located in the same group.

Assume that an exemplary point on the path performed
by the end effector is given by the following Cartesian coor-
dinates P = (P,, P,). Point on the reference path, which is
the nearest to the point P and is a part of equivalent group, is
given by: P..y = (Py,.;, Py,.;). The CPE graph shows the
minimal distances between points P and F,..s for all samples
of the actual path:

CPE = /(P — Pur 2+ (P = Py )2 (30)

On the basis of CPE graph, a simple root mean square
(RMS) is calculated to measure the magnitude of a varying
quantity of the CPE:

CPErus = (€29

where IV is the number of samples of the end effector path.
Desirably, the CPE should be in close neighborhood of zero.

To emphasize the differences in realization of the path fol-
lowing task, the CPE as well as its root mean square, will be
described in millimeters (contrary to the 2D position of the
end effector, which is expressed in meters).

8Such empirical tuning approach was also successfully implemented in [9, 10, 15] and [23].
°In this case, we analyze the curvature following in spite of time imposition.
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7. Experimental results

Conducted tests provided us with better understanding of the
performance of both considered controllers in terms of path
following, trajectory tracking, and energy efficiency (in means
of control signal). In this section, we present the obtained re-
sults for two performed experiments, denoted as E1 and E2.

7.1. System with basic mass (E1). The graph comparing the
designed trajectory with trajectories achieved for both control
algorithms is presented on Fig. 6. No significant difficulties
can be seen here, for PID as well as for ADRC. Both con-
trol strategies ensure reaching the designed trajectory from
the initial point and efficiently following it. For more detailed
analysis, we have examined three different aspects of con-
troller performance separately, namely: path error, trajectory
error, and control signal.

—Designed trajectory ——PID ——ADRC ‘

0.3

—

0.2

o
—

N

=

%f/

041

0 005 01 015 02

X [m]
Fig. 6. Designed trajectory and actual trajectories obtained for both
of the controllers in the case of system with basic mass (E1)

025 03

Path error. In order to visualize the quality of path track-
ing, the CPE is presented on Fig. 7. Only one segment of
whole path is shown on the plot. As it can be deduced from
the graph, both controllers guaranteed that CPE was within
4+10 mm tunnel for each sample of the experiment. There-
fore, the shape of designed path is accurately copied. Howev-
er, ADRC seems to be more efficient, what is proven by the
CPERps values. For the PID it is equal 4.86 mm and for
ADRC it is 3.55 mm.

Trajectory error. Neglecting the transitional state, both:
ADRC and PID do not exceed 1 x 10~2 m deviation from
the designed trajectory. The modulus error, shown on Fig. 8,
confirm this characteristic. The error of ADRC is correlated
to figure’s geometry, i.e. it reaches its extreme values while
passing the corners. The PID on the other hand, is repetitive

Bull. Pol. Ac.: Tech. 60(3) 2012

over the whole cycle, not over a single section of motion. Al-
so, the ADRC modulus error is bound within smaller area as
compared to PID.

10 C\/\ —PID—ADRC
— s /M
g
£ ’\"\/‘/ \ "
m 2 ’V\ \ A
5 | A
-10
7 8 9 10 11 12
Time [s]
Fig. 7. Curvature projection error in the case of system with basic
mass (E1)
0.02f
DA R A
g -0.02
o
E -0.04
£ -0.06
S —PID—ADRC
= -0.08 ‘
-0 5 10 15
Time [s]

Fig. 8. Modulus error e, for the system with basic mass (E1)

The phase errors are depicted on Fig. 9. The positive val-
ue of phase error means that the trajectory stays behind the
designed one. On the other hand, negative value gives infor-
mation that the trajectory passes the designed one, which is
more frequent for ADRC than PID. In particular cases, this
phenomenon might be strongly undesired.

S 01 \
Z 005 \
. e Ao ey
= O WA M
~
-0.05, s | s
Time [s]

Fig. 9. Phase error e, for the system with basic mass (E1)

One should notice the high peaks of phase error for the
PID system. They are correlated to peaks of the modulus error.

Control signal. The outputs of both the controllers are bound-
ed within +12 V as mentioned in Sec. 3. The control signals
for both joints are presented on Fig. 10. For the ADRC, we
obtained rugged character but we can assume that the PID
and ADRC do not differ much. The slight ruggedness of the
ADRC control signal did not influence the manipulator mo-
tion noticeably.
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k A

—PID —ADRC

0 2 4 6 8 10 12 14 16

u V]

10 —PID —ADRC

0 2 4 6 8 10 12 14 16
Time [s]

Fig. 10. Control signals of both the controllers for the system with
basic mass (El)

7.2. System with enlarged mass (E2). The graph depicting
the designed trajectory together with actual paths of manipu-
lator end effector, for both of the control methods, can be seen
on Fig. 11. The difference in the performance between con-
sidered control algorithms is more noticeable this time, than
in E1. The PID system has not coped well with changed sys-
tem dynamics. On the other hand, ADRC executed the whole
path with satisfactory result.

Again, to be able to analyze the results in a more detailed
approach, we have examined three following aspects, namely:
the path error, the trajectory error, and the control signal.

‘ ——Designed trajectory —PID ——ADRC ‘

0.3

T

/| )
\

\

0.2

3
) " “
o

-0.3 ’/
Lt
P
-0.4/
-0.5
0 005 0.1 015 02 025 03 035 04
X [m]

Fig. 11. Designed trajectory and actual trajectories obtained for both
of the controllers in the case of system with additional mass (E2)

Path error. The CPE is presented on Fig. 12. As it can be
noticed, the shape projection for both control algorithms de-
creased. In spite of that fact, ADRC managed to keep the
shape of the path sufficiently, as the maximum absolute value
of CPE increased only two times with the reference to El.
The result is acceptable, particularly when compared to CPE
for PID controller, which maximum value reached more than
80 mm (the value increased eight times in relation to El).
This phenomenon can be easily concluded by comparison of
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values of C PERss. For the PID it is equal to 47.12 mm and
for ADRC it is 9.06 mm.

zg —PID—ADRC A~ T\ /
=& 77\ \ |
= / \ \
S th A M

20 — VANV

7 8 -9 10 11 12
Time [s]

Fig. 12. Curvature projection error in the case of system with addi-
tional mass (E2)

Trajectory error. Similarly to the E1, the modulus and phase
errors are calculated. The graphs can be seen on Figs. 13
and 14, respectively. The maximum value of modulus er-
ror for PID controller is greater than 1 x 10! m. On the
contrary, ADRC error is kept within a tunnel of a similar
width to the one in E1. The phase error shows that the PID
control system did not perform the whole third cycle. The
same graph presents that ADRC phase error is in the range
of (¢min = —0.2 rad, pmax = 0.11 rad).

Even though, in the case of ADRC, shape of designed
path may seem not to be projected by manipulator end ef-
fector, however the trajectory (i.e. in terms of modulus and
phase) is tracked accurately.

0.05. —PID—ADRC
=
V VoA

0 5 . 10 15
Time [s]

Fig. 13. Modulus error e, for the system with additional mass (E2)
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Fig. 14. Phase error e, for the system with additional mass (E2)

Control signal. The control signals of the PM2R for E2 are
depicted on Fig. 15. The most interesting results were ob-
tained for the second motor, since control signals for the first
motor do not differ much. Therefore, only second joint control
signal will be discussed.

The additional mass was directly mounted on the second
joint, for that reason it is greatly influencing the dynamics
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of the joint. This phenomenon, in case of PID results, was
setting the control signal at the saturation level for most of
the experiment time. The rugged characteristic of ADRC con-
trol signal can be noticed. Despite that, the manipulator end
effector continued to follow the designed trajectory within
reasonably small error tunnel. The oscillatory motion of the
links was not observed here.

10

) -10 |[—PID—ADRC}- |

ml

0 2 4 6 8 10 12 14 16
Time [s]
10 [ Y | .} 1.l
5 VL W et
r Ve .
=
-10 i |—PID—ADRC} |
0 2 4 6 8 10 12 14 16
Time [s]

Fig. 15. Control signals of both the controllers for the system with
additional mass (E2)

7.3. Discussion on ADRC. There are some aspects of the
ADRC method that we found interesting during the conduct-
ed work. We think that these comments will be useful for a
potential ADRC user and will provide some premises about
the proper design and implementation of this control tech-
nique.

First thing that we noticed was the great importance of
sampling time. The whole idea of using a disturbance ob-
server to perform our “feedback linearization” is to estimate
the uncertainties in real time. In theory, the smallest pos-
sible sampling time is thus desirable. However, we noticed
two drawbacks of decreasing that time in practice. First is
the presence of peaking phenomenon in which the initial
estimator error is unacceptably large. This effect was ana-
lyzed minutely in [22]. Second drawback is the computation
power limitation we encountered while working on the DSP
board.

The ADRC can be considered as an open structure
method. It means that it is up to the user to select the type
feedback controller or to choose between different versions of
ESO (e.g. linear or nonlinear, for details see [8]). Additional-
ly, the knowledge about the system can be incorporated into
the observer to unburden it.

Additionally, the ADRC method has the great scalability
feature since it can be implemented for system of any order,
whether its linear or nonlinear. It also allows one to extend the
state observer and thus to estimate the consecutive derivatives
of the rotal disturbance, which gives a wide range of possible
applications.

In the performed experiments, the ESO was first simpli-
fied using the pole-placement method but the observer still
needed empirical tuning. Other techniques can be introduced
as well, including both analytical and heuristic methods (an
example can be found in [25]).
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8. Conclusions

This paper investigated the parametric robustness of the Ac-
tive Disturbance Rejection Control method. The ADRC con-
cept was implemented and tested on a planar manipulator
with two rotational joints. It is a multi degrees-of-freedom
nonlinear system with significant influence from the cross-
couplings. The considered control approach was compared,
in this study, to the classical PID controller. The MIMO sys-
tem used in the experiments was treated as two independent
plants and for each degree-of-freedom a particular controller
was designed. The influence of cross-coupling effect was as-
sumed to be unknown and it was considered as an external
disturbance acting on both manipulator links. In cases of PID
and ADRC, no precise modeling was used in order to tune
and run the controllers. For the purpose of the experiments,
control methods were first tuned and tested to give similar
results in terms of tracking quality and energy efficiency (ex-
periment E1). Then, the mass of the system was changed and
experiments were repeated without any additional retuning
(experiment E2).

The ADRC technique gave noticeably better results in
terms of parametric robustness than PID. It was verified in
both path and trajectory tracking. The Extended State Observ-
er (ESO) effectively estimated the total disturbance, which
in this case was the sum of modeling imprecision, unmod-
eled cross connections, and other system perturbations. The
ADRC turned out to be a promising solution for uncertain
MIMO systems giving acceptable performance with intuitive
implementation and tuning.
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