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Abstract. Models of multimodal cyclic processes, i.e. processes realized with synergic utilization of various local and cyclic acting processes,
play a determining role in an evaluation of functioning efficiency inter alia in public transport systems, passengers movement, cargo transport,
data and energy transmission etc. We assume that the structure of a system determines repertoire of its behaviors. The paper presents a
constraints satisfaction problem, which solving enables an evaluation of potential behaviors of the system of concurrently interacting local
cyclic processes. Consequently, it is possible to plan and schedule the multimodal processes realized in that system. The constraints satisfaction
problem, enabling the search for the structure of inter-position transport system and guaranteeing realization of assumed schedule of multi-
assortment production was formulated for a declarative model of the multimodal transportation processes system. The attached calculation
example illustrates the computational efficiency of the proposed approach.
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1. Introduction

Seeing a company as a set of resources, a set of business (eco-
nomic) processes implemented there, as well as connections
and relationship linking these sets, it is easy to notice that its
systemic model consists of available resources infrastructure
and a set of portfolios of manufacturing orders. Assuming in a
simplified way that the structure of the production enterprise
is described by its resources infrastructure, while the behavior
is the set of business (production) processes realized in it, the
mentioned decision problems come down to two categories
of questions: What behaviors are possible in the given struc-
ture of the system? What structures enable the realization of a
given behavior? In this context, the most commonly formulat-
ed enterprise resource management problems, are associated
with the search for answers to the questions: Can ordered
production be realized in the available resources structure of
the enterprise? Will the assumed way of available resources
structure of the enterprise expanding allow realization of the
ordered production? Can given adjustment of the production
plan enable its realization in the available resource structure
of the enterprise?

Assuming that each producer has an access to the same
amount of the same resources (so called resources infrastruc-
ture), it appears that the answers to the above questions are
determined by the decisions involving the manner of their
utilization, for example decisions oriented to increase in the
production flow or to reduce the cost of its service (decisions
determining the competitive advantage of the enterprise). For
the needs of further discussion, it is assumed that the pro-
duction flow means a stream of operations occurring in all
these processes, which constitute the essence of given prod-
ucts group manufacturing.

Enterprises that produce large quantities of a variety of
consumer products typically use cyclic manufacturing strat-
egy. It allows, at regular intervals, to provide the quantified
products mixture. Cyclic manufacturing considerably simpli-
fies the control of the flexible production system, i.e. steady
schedule is repeated for several time periods. Operational
planning related to the appointment of cyclic schedules leads
to difficult combinatorial problems. The vast majority of them
belong to the class of NP-hard problems, i.e. those for which
there are no known solving methods of polynomial computa-
tional complexity.

The considered class of concurrently realized discrete
cyclic processes is observed in production, communication
and timetabling. In the problem of processes scheduling, for-
mulated in the domain of integers, in the conditions of various
constraints occurrence, for example imposed on the sequence
of operations and the time of resources availability, it is as-
sumed that the processes competing for an access to com-
monly used resources are synchronized by selected instances
of a mutual exclusion mechanism. Diophantine nature of the
problem limits the possible behaviors achieved in the giv-
en structure of the cyclic processes system. Assuming steady
state cyclic behavior of the accepted class of systems, two
scheduling problems related respectively to the appointment
of production cycles realized in these manufacturing processes
systems, and the structure of parameters of systems guaran-
teeing the steady production cycles values, are considered.

Most research in this area is limited to the technologi-
cal processes involving the operations typical for processing,
plastic forming or assembly of the manufactured elements.
The accompanying auxiliary processes associated with the
transport and inter-position elements storage, transport and
replacement of tools, etc., are either ignored or treated inde-
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pendently. The growing role of transport processes supporting
warehouse management, supply chain management, vehicles
routing, tracking progress in the implementation of the lo-
gistical operations and so on, changes these proportions. Fast
growing number of studies which take into account the com-
bined (synergistic) effect of concurrently realized main and
auxiliary processes can be observed for several years. Dom-
inant issues concern the field of AGVs fleet planning and
scheduling, related to the purpose which is support of the
right manufacturing positions at the right time moments, the
service guaranteeing realization of the pre-determined pro-
duction schedules.

In this context, by presenting new proposals for declar-
ative models of multimodal transport networks and process-
es, this work formulates the problem of the scheduling of
AGVs fleet, operating given set of production tasks realized
in stream manner. Considered issues fall within the framework
of design of dedicated decision support systems, in particu-
lar, the design of plug-in extending the selected Enterprise
Resources Planning (ERP) systems functionality. The related
works are a continuation of previous research assuming Dio-
phantine nature of the problems of scheduling of concurrent
cyclic processes systems, in particular these associated with
the indeterminacy of the problems related to warranty of the
expected system behaviors in terms of imposed structural con-
straints.

Section 2 presents an review of selected studies conduct-
ed in the range of the work. Section 3 and Sec. 4 introduce
the problems of modeling of the systems of concurrent cyclic
processes and accordingly systems of concurrent multimodal
cyclic processes. Declarative variants of the introduced mod-
els allowing to formulate the constraint satisfaction problem
understood as a problem of the search for the structure of the
inter-position transport system guaranteeing realization of a
given production schedule is presented in Sec. 5. An illustra-
tion of an exemplary course of the experiment and the scope
of future work representing a continuation of the studies are
presented in the relevant sections – Sec. 6 and Sec. 7.

2. State of the art

Discrete concurrent flowing processes are widely used for
modeling communication systems (e.g. public, aviation, rail)
[1–3], in manufacturing systems [4–8], information systems
(e.g. in multiprocessor solutions, computer networks) [9, 10].
The problems most frequently taken in this type of objects
are the problems of scheduling and timetabling [4, 11–13].
These problems, depending on the specificity of the objects
and dispatching mechanisms of processes realized in them,
are generally formulated in a variety of areas: from Petri nets
models implementing [14, 15], through the models of opera-
tional research [4, 6], up to the algebraic models [16–18].

In order to take into account so many and so different
perspectives imposed by modeling and scheduling of dis-
crete, and concurrently, interacting cyclic processes as well
as related passengers transportation problem formulation, and
constraint programming driven methods aimed at its solution

the declarative framework is applied as further considerations
platform.

The applied approaches distinguish two methods of the
modeling of concurrent discrete processes execution. The first
of them is based on a computer simulation of system state
model [19]. The results obtained, often presented in the form
of Gantt diagram, require further analysis and the simulation
of the course of component process is very time-consuming.
This group of models include time Petri nets [13], UML,
XML languages [7, 9], and Markov chains [20]. The sec-
ond approach allows to determine the values of parameters
of the system functioning using algebraic model, for example
algebra (max, +) [20], algebraic equations [10, 14], constraint
programming techniques [5, 9, 21] or linear programming
[22]. Considered analytical methods allowing to determine
the effectiveness of the system functioning and the design of
systems with expected quantitative indicators values are pre-
sented for example in the study [16]. Prior to [16], there were
few papers on analytical methods applied to the simple cas-
es of two cyclic processes sharing the resource [14, 23, 24]
or a structurally deadlock-free systems of concurrent cyclic
processes [18, 25].

The problem of cyclic scheduling is rarely undertaken by
the researchers. This is due to the lack of computational mod-
els allowing the construction of efficient algorithms. Presented
in the literature studies concerning the cyclic systems are only
limited to the flow systems [1, 18]. The examples of typical
in this range flow and job-shop cyclic systems models are the
following studies [11, 26–28].

The main task of dedicated Decision Support Systems
(DSS) is to support of the manager in selected areas of
decision-making problems. Heuristic algorithms implement-
ed in them are most often the only way to obtain solutions
which are as satisfactory (i.e. obtained within a reasonable
time) from the perspective of the size of the dissolving exam-
ples, as well as the suitability of the results obtained (i.e. their
distance from the optimal solution). In the range of multi-
assortment production movement planning, the ESP expec-
tations are generally related to the use of DSS for the two
classes of routine questions of decision character:

What are the implications of the premises? (for example:
can the backlog of production orders, determined by specified
values of operations duration and production batch sizes be
implemented in the production system of a specified transport
system and storage, in a given time horizon?)

What implies the conclusion? (for example: is there such
a solution of the transport and storage system that guarantees
realization of the backlog of production orders, determined
by the specific values of the durations of activities and the
batches size in a given production system, in a given time
horizon?

Commercially available tools for decision support enable
the support in the range of problems associated with the first
class of the above questions [5, 10, 21, 29], while in the area
of the cyclic systems they are generally limited to the flow and
job-shop systems, for which methods are sought to minimize
the duration times of production realized in them.
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3. Concurrent cyclic processes

A representative example of the considered hereinafter class
of Systems of Concurrently executed Cyclic Processes (SCCP)
[5] is the railway system. Single cyclic processes correspond
to particular trains circulating in the connection network, stop-
ping according to a specified timetable, on the stations spaced
along the route traced in the railway network (e.g. the route
consisting the connection: Szczecin – Warszawa – Szczecin).

Assuming that the stations and some fragments of tracks
are shared by such kind of processes (trains), it is easy to
notice that the various alternative train timetables are sensi-
tive to varying degrees on randomly occurring disturbances
related for example to delayed trains. Among other such prob-
lems, the following are worth to be mentioned: re-scheduling
related to seasonal changes in the timetable, the development
of the railway network infrastructure, synchronization of pas-
senger and freight lines timetables, securing the presence of
the required safety margin of the critical infrastructure (e.g.
capacity at certain network sections and/or directions).

Fig. 1. Robotized flexible manufacturing system (a), its representa-
tion in the form of SCCP with three processes (b)

The example presented illustrates the system structure (in
the present case – the railway network and trains sharing
its resources) influence on its behavior resulting in specified

timetables for the lines serving for example local or long-
distance connections. It also points to the systemic nature
of the problem of timetables planning, emphasizing difficult
to predict (non-linear) effect of changes in the structure of
the railway line and/or resolving resource conflicts related to
prioritization of the trains access to shared line infrastruc-
ture resources, on supported by them passenger or freight
transport. In particular, this means that the assessment and/or
variants of alternative SCCP behaviors fits into the domain
of cyclic scheduling problems, problems observed for exam-
ple in course of timetables determining, telecommunication
transmission, production planning [5, 10, 12 24, 29], etc.

Figure 1b shows an example of SCCP representing robo-
tized flexible manufacturing system (FMS) (Fig. 1a), which
takes into account the inter-operations transport, implemented
by the devices like robot, conveyor, crane, truck crane, etc.

Integration of technological and inter-operation transport
processes observed in the FMS emphasizes the need of pe-
riodically recurring processes dispatching. Cyclic scheduling
problems considered in the context of such type of systems,
are limited to determination of the moments of the begin-
ning of operations oi,j assigned to cyclically performed tasks
Zi (Zi ∈ Z) and routes of robots movement (mp sequences
defining the order in which the robots move between ma-
chines/resources Ri ∈ R), so that the production cycle was
as short as possible.

In the process aspect, the cyclic execution of Zi tasks
can be interpreted as a stream execution of the corresponding
cyclic processes Pi, and therefore represented in the SCCP
model. An example of this possibility is the SCCP graphical
model presented in Fig. 1a.

Such a system structure, according to the notation intro-
duced in [5], is determined by:

• set of renewable resources: R = {R1, R2, R3, R4, R5, R6}
of unit volume,

• set of one-stream processes: P = {P1, P2, P3}, P1 =
{P 1

1 }, P2 = {P 1
2 }, P3 = {P 1

3 }, where P h
i means h-th

stream of process Pi. Processes P are characterized by the
following values:

• sequences of operations of streams P h
i :

O1
1 = (o1

1,1, o
1
1,2, o

1
1,3),

O1
2 = (o1

2,1, o
1
2,2, o

1
2,3),

O1
3 = (o1

3,1, o
1
3,2, o

1
3,3),

where: oh
i,j – means j-th operation of stream P h

i

• routes of processes Pi:

p1 = (R1, R3, R4),

p2 = (R1, R5, R2),

p3 = (R2, R6, R3).

Furthermore, it is assumed that the processes realization is dis-
patched based on the protocol of mutual exclusion (process-
es are synchronized by priority dispatching rules assigned to
each common shared resource [5]) and the R resources are
nonpreemptive.
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In the general case, the SCCP structure means further the
set of parameters characterizing the resources (their number,
capacity, etc.), and realized processes (operations related to
them, routes, demand for resources, etc.).

The cyclic schedule XL of the realization of P set process-
es operation, presented in Fig. 2, is an example of a potential
behavior of the system of considered structure. A set of values
determining the manner of operation realization (moments of
operation beginning, allocation states, etc.) is further under-
stood as cyclic SCCP behavior [5]. In particular, the SCCP
behavior represented in a form of cyclic schedule is defined
in a following manner:

XL = (X, α), (1)

where X – set of beginning dates xh
i,j of oh

i,j operations of all
local processes realized in SCCP, xh

i,j = xh
i,j(0) – date of op-

eration beginning, first execution of h-th stream of Pi process,
(for k = 0); xh

i,j(k) = xh
i,j(0) + α · k, k ∈ C, xh

i,j(k) ∈ C, α

– period of local processes realization α ∈ N+.

Fig. 2. The cyclic schedule for SCCP from Fig. 1b

SCCP systems lived to see numerous formal models which
take into account, inter alia, multi-streaming processes, differ-
ent rules of dispatching of an access to shared resources (FI-
FO, LIFO, etc.), variable resources capacity, non-linear/linear
processes realization order, mutual exclusion of the processes,
etc. [5, 10, 18, 24, 25, 29]. In the literature however, there is
a lack of models allowing to take into account the relation-
ships between mutually utilizing processes, i.e. between local
processes and using them multimodal processes. The concept
of such a model is presented in the next section

4. Concurrent Multimodal Cyclic Processes

SCCP class systems often involve the situations in which the
execution of a certain group of processes is conditioned by
the simultaneous execution of other processes (e.g. realization
of production process operation is conditioned by the real-
ization of appropriate transport processes operations). Such
processes, called multimodal processes [5] – carried out in
“sections” of local cyclic processes are a natural extension of
SCCP class systems. Multimodal processes are an extension
of the Systems of Concurrent Cyclic Processes SCCP [5].
These systems are used for modeling of the production flow

in flexible manufacturing systems, computer processes of op-
erating systems, data transmission, etc.

One of the examples of multimodal processes application
is representation of passenger flows in different underground
lines. Figure 3 presents two such processes, representing the
transport of passengers between Rı́os Rosas and Manuel Be-
cerra underground line stations in Madrid (Spain). The trans-
port possibility in the considered case is conditioned by the
availability of suitable transport resources – in this case lines 1
and 6 train (direction Rı́os Rosas and Manuel Becerra), and
lines 2, 4 and 1, (direction Rı́os Rosas and Manuel Becerra).
In other words, multimodal processes (streams of passengers)
are “transported” by the so-called local processes representing
different underground lines trains.

Fig. 3. Madrid – underground lines connections (maps.google.pl)

The presented example is one of many examples of the use
of multimodal processes in transport issues modeling. They
include inter alia issues related to: daily commuting (bus –
suburban railway – underground), courier services (e.g. DHL),
streaming data transmission, production flow, etc.

Mentioned examples of multimodal networks allow to
consider different problems related to routing and schedul-
ing of multimodal transport processes realized in them. This
means that, by adopting some SCCP model of the considered
infrastructure of the local cyclic processes system, one can
focus on the planning problems of multimodal processes re-
alized in them. In particular, the following problems may be
considered taking into account the class of Systems of Con-
current Multimodal Cyclic Processes (SCMCP):

• analysis, e.g. coming down to determination of cyclic mul-
timodal processes reachable in a given SCMCP,

• synthesis, e.g. coming down to determination of system
parameters guaranteeing assumed features of cyclic behav-
iors reachable in given SCMCP (e.g. search for timetable
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of lines 2, 1 and 4 trains – Fig. 3 – guaranteeing daily
transport of at least 8 000 passengers),

• mutual reachability of cyclic behaviors (so called re-
scheduling problem), e.g. coming down to an evaluation
of possibility of the changes in system behavior between a
few reachable cyclic behaviors (e.g. change in the timetable
“favoring” direction Rı́os Rosas → Manuel Becerra on
the timetable “favoring” direction Manuel Becerra → Rı́os
Rosas – Fig. 3).

As mentioned above, the operations performed in the mul-
timodal processes, except R resources require simultaneous
access to other processes realized in the SCCP. Referring to
the example from Fig. 3, the multimodal process may rep-
resent a passenger traveling with various underground lines,
where each line represents an appropriate cyclic process exe-
cuting their operations related to the movement of trains be-
tween successive stations of the line or their stops at the sta-
tions. The resources in this case are the stations and sections
of underground lines. In this context, the passenger’s travel
may be presented as a process which operations are related to
passenger’s transport and the operations of getting on/getting
out. The train is required so that the passenger could trav-
el, and it is treated as a moving resource. The “passenger
process” requires thus the presence of “train process” to real-
ize the operation. Multimodality in this case means that the
passenger during the travel may many times change the un-
derground lines, i.e. to change repeatedly the local processes
required for travel plan realization. It is worth noting that the
concept of “multimodality” occurs in logistics and is asso-
ciated with the definition of multimodal transport involving
the transport of goods and/or people using various means of
transport [1–3].

In the proposed multimodal approach, the distinguish-
ing of certain SCCP elements (such as production routes,
transport routes, data streams, etc.) as a separate multimodal
processes group allows to conduct a more detailed analysis
than is the case of approaches which take into account only
local processes. For example, treating the production rout-
ings as multimodal processes dependent on transport means,
allows inter alia an evaluation of the relationships observed
between the cyclic execution of these processes (e.g. means
of transport) and cyclic production realized this way.

In general, the multimodal process mPi is the process
which require other processes for its realization. In order to
distinguish, the concept of local process Pi is used to deter-
mine the process requiring no other processes for its realiza-
tion (i.e. the processes discussed in the SCCP model).

Formally, multimodal cyclic process mPi ∈
mP is defined as a set of streams: mP i =
{

mP 1
i , mP 2

i , . . . , mPh
i , . . . , mP

lsm(i)
i

}

where each stream

mP h
i is characterized by:

• route (common for all streams of mP i process):

mpi = (mpi,1, . . . , mpi,j , . . . , mpi,lm(i)), mpi,j∈R (2)

determined as combination of selected fragments of local

processes routes (P = {Pi|i = 1, ..., ln} – processes re-
quiring no other processes for their realization):

mpi =
(

mpri1
(ai1 , bi1) ∩ mpri2

(ai2 , bi2)∩ . . .

∩mpriy

(

aiy
, biy

)

)

,
(3)

where

mpri(a, b) =



















(pi,a, pi,a+1, . . . , pi,b)

for a ≤ b
(

pi,a, pi,a+1, . . . , pi,lr(i), . . . , pi,b

)

for a > b

is a fragment (i.e., part and/or section) of pi route of Pi

local process containing elements from pi,a to pi,b.
x ∩ y –means concatenation of sequence x and y, in
case when x = (x1, . . . , xn) and y = (y1, . . . , ym) then
x ∩ y = (x1, . . . , xn, y1, . . . , ym).
Route mpi is a sequence containing fragments of
mpri(a, b) routes of Pi local processes, which are used in
realization of mP i process. It is assumed that two subse-
quent fragments of mpri1

(ai1 , bi1)∩mpri2
(ai2 , bi2) routes

are connected by common resource pj,bi1
.

• sequence of operation:

mOh
i =

(

moh
i,1, moh

i,2, ..., moh
i,j , ..., moh

i,lm(i)

)

, (4)

where moh
i,j – j-th operation of stream mlP

h

i – number
of operations mP i.

Time of execution mthi,j ∈ N+, resource mpi,j∈ R and
local process mµi,j ∈ P essential for its performance are
attributed to each operation moh

i,j .
In order to present the intuition of the introduced def-

inition, an example of the use of multimodal processes for
production flow modeling in the FMS considered is present-
ed below.

The system of multi-stream production of three kinds of
products, manufactured in accordance with assumed produc-
tion routes (routes are marked with orange, green and blue
lines) is given (see Fig. 4). Manufacturing of one kind of prod-
uct is represented by multimodal process mPi (i = 1, 2, 3).
Particular products marked as are represented by streams
mP

q
i ∈ mPi. The system involves 13 automated guided ve-

hicles (AGVs) used for products transport between the po-
sitions. The operations of products transport are represented
by local processes streams P h

i (P h
i – means h-th stream of

process Pi).
In that context, considered system of multi-stream pro-

duction (Fig. 4) may be represented by System of Concurrent
Multimodal Cyclic Processes (SCMCP) presented in Fig. 5.
The system assumes that:

• local/multimodal processes are dispatched based on mu-
tual exclusion protocol (i.e., only one product and/or one
vehicle may be on position in a given moment),

• R resources are nonpreemptive (i.e., once started opera-
tions of local/multimodal process cannot be disrupted).
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Fig. 4. System of stream production with AGV transport sub-system

Fig. 5. SCMCP modeling system from Fig. 4

In other words, the considered SCMCP can be treated
as an extension of SCCP, where SCCP (e.g. AGV transport
sub-system) provides a framework for multimodal processes
execution (e.g. production flows). The structure of SCMCP
may be described in a form of the following sequence:

SC = ((R, SL), SM) , (5)

where R = {R1, . . . , R33} – is a set of 33 resources. Re-
sources R1 −R12 represent work positions, (R1 −R3 are in-
put resources, and R10−R12 are output resources), resources
R13−R33 represent transport sectors the vehicles move along.

SC structure contains two levels of behaviors: the level of
local processes SL (inter-position transport level) and level of
multimodal processes SM (multi-version production level).

The level of local processes SL is characterized by a set
of 8 processes:

P = {P1, P2, P3, P4, P5, P6, P7, P8} ,

P1 =
{

P 1
1

}

, P2 =
{

P 1
2 , P 2

2 , P 3
2

}

,

P3 =
{

P 1
3

}

, P4 =
{

P 1
4 , P 2

4

}

,

P5 =
{

P 1
5 , P 2

5

}

, P6 =
{

P 1
6 , P 2

6

}

,

P7 =
{

P 1
7

}

, P8 =
{

P 1
8

}

,

from which processes: P4, P5, P6 are two-stream processes
(i.e. it is assumed that two vehicles move along one route),
and process P2 is three-stream process (i.e. three vehicles
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move along one route). Following routes correspond to the
processes:

p1 = (R16, R3, R13, R6),

p2 = (R21, R8, R18, R9, R14, R6, R17, R5) ,

p3 = (R12, R19, R9, R15) ,

p4 = (R7, R25, R8, R22, R11, R26, R10, R29) ,

p5 = (R2, R20, R5, R24, R4, R27, R1, R23) ,

p6 = (R32, R4, R28, R7, R31) .

The operations of the streams conducted along specified

routes are determined by: Oh
i =

(

oh
i,1, ..., o

h
i,lr(i)

)

, i = 1 . . . 8,

h = 1 . . . ls(i), where each operation oh
i,j has attributed the

moment of its beginning xh
i,j and duration time thi,j (it is ac-

ceptable that operations from various streams may have dif-
ferent duration times).

Initial operations oh
i,1 of streams P h

i were marked in Fig. 5
as •. It was accepted that initial operations oh

i,1 of the same
process streams may be realized on various resources. For
example, initial operations of the streams of process P2 are
executed on resources R21, R17, R14.

Concurrently executed local cyclic processes are synchro-
nized by priority dispatching rules assigned to common shared
resources Streams (vehicles) access to the resources is deter-
mined using priority dispatching rules (dispatching rules for
short) Θ0 =

{

σ0
1 , . . . , σ0

33

}

presented in Table 1.

Table 1
Dispatching rules of SL level processes for system from Fig. 5

Dispatching rules Θ0

σ0
1 = (P 2

5 , P 1
8 , P 1

5 ) σ0
12 = (P 1

3 ) σ0
23 = (P 2

5 , P 1
5 )

σ0
2 = (P 1

5 , P 2
5 ) σ0

13 = (P 1
1 ) σ0

24 = (P 1
5 , P 2

5 )

σ0
3 = (P 1

1 ) σ0
14 = (P 3

2 , P 1
2 , P 2

2 ) σ0
25 = (P 1

4 , P 2
4 )

σ0
4 = (P 1

6 , P 1
8 , P 2

6 , P 1
5 , P 2

5 ) σ0
15 = (P 1

3 ) σ0
26 = (P 2

4 , P 1
4 )

σ0
5 = (P 2

2 , P 3
2 , P 1

5 , P 2
5 , P 1

2 ) σ0
16 = (P 1

1 ) σ0
27 = (P 2

5 , P 1
8 , P 1

5 )

σ0
6 = (P 3

2 , P 1
2 , P 1

1 , P 2
2 ) σ0

17 = (P 2
2 , P 3

2 , P 1
2 ) σ0

28 = (P 1
6 , P 2

6 )

σ0
7 = (P 1

4 , P 2
4 , P 1

6 , P 1
7 , P 2

6 ) σ0
18 = (P 1

2 , P 2
2 , P 3

2 ) σ0
29 = (P 1

4 , P 2
4 , P 1

7 )

σ0
8 = (P 1

2 , P 1
4 , P 2

2 , P 3
2 , P 2

4 ) σ0
19 = (P 1

3 ) σ0
30 = (P 1

8 )

σ0
9 = (P 1

2 , P 2
2 , P 1

3 , P 3
2 ) σ0

20 = (P 1
5 , P 2

5 ) σ0
31 = (P 2

6 , P 1
6 )

σ0
10 = (P 2

4 , P 1
7 , P 1

4 ) σ0
21 = (P 1

2 , P 2
2 , P 3

2 ) σ0
28 = (P 1

6 , P 2
6 )

σ0
11 = (P 1

4 , P 2
4 ) σ0

22 = (P 1
4 , P 2

4 ) σ0
30 = (P 1

7 )

In general, dispatching rules σl
k is defined as a se-

quence, which elements determine the order of an ac-
cess of processes streams to shared resource Rk: σl

k =
(sl

k,1, . . . , s
l
k,j , . . . , s

l
k,lh(k,l)), where: sl

k,d determines the
stream executed on resource Rk in j-th sequence. For ex-
ample, the rule σ0

1 =
(

P 2
5 , P 1

8 , P 1
5

)

means that an access of
processes streams to resource R1 has the following sequence
. . . , P 2

5 , P 1
8 , P 1

5 ,. . .
SM level (multimodal processes) is characterized in turn

by a set of three four-stream multimodal processes:

mP = {mP1, mP 2, mP 3} ,

where mP i =
{

mP 1
i , mP 2

i , mP 3
i , mP 4

i

}

, i = 1, 2, 3.

Assumption of multi-stream character in case of multi-
modal processes results from the fact that concurrent produc-
tion of numerous products of one kind may be realized in
the system simultaneously. Each stream mP h

i of multimodal
processes is performed along one of the following routes:

mp1 =((R3, R13, R6) ∩ (R17, R5) ∩ (R21, R8) ∩ (R22, R11))

= (R3, R13, R6, R17, R5, R21, R8, R22, R11),

mp2 =((R2, R20, R5) ∩ (R24, R4) ∩ (R28, R7) ∩ (R29, R10))

= (R2, R20, R5, R24, R4, R28, R7, R29, R10) ,

mp3 =((R1, R27, R4) ∩ (R28, R7) ∩ (R25, R8)

∩ (R18, R9) , (R15, R12))

= (R1, R27, R4, R28, R7, R25, R8, R18, R9, R15, R12)

where (R3, R13, R6) (R17, R5) (R21, R8) (R22, R11) – frag-
ments of routes of local processes streams P 1

1 , P 1
2 ,

P 3
2 , and P 2

4 (i.e., arbitrarily selected vehicles) sub-
sequently used in streams realization (products trans-
port) of process mP1 (marked with orange line in
Fig. 5), (R2, R20, R5) (R24, R4) (R28, R7) (R29, R10) –
fragments of routes of local processes streams P 1

5 , P 2
5 ,

P 1
6 and P 1

7 subsequently used in streams realization
of process mP2 (marked with green line in Fig. 5),
(R1, R27, R4) (R28, R7) (R25, R8) (R18, R9) (R15, R12) –
fragments of routes of local processes streams P 1

8 , P 2
6 , P 1

4 ,
P 2

2 subsequently used in streams realization of process mP3

(marked with blue line in Fig. 5).
Operations of streams executed along such specified routes

are determined by: mOh
i =

(

moh
i,1, ..., moh

i,lm(i)

)

, i =

1 . . . 3, h = 1 . . . 4, where each operation moh
i,j has attributed

the moment of its beginning mxh
i,j .

The set of dispatching rules Θ1 for considered multimodal
processes (level SM ) is presented in Table 2.

Table 2
Dispatching rules of SM level processes for system from Fig. 5

Dispatching rules Θ1

σ1
1 = (mP 1

3, mP 2
3, mP 3

3, mP 4
3) σ1

13 = (mP 1
1, mP 2

1, mP 3
1, mP 4

1)

σ1
2 = (mP 1

2, mP 2
2, mP 3

2, mP 4
2) σ1

15 = (mP 3
3, mP 4

3, mP 1
3, mP 2

3)

σ1
3 = (mP 1

1, mP 2
1, mP 3

1, mP 4
1) σ1

17 = (mP 1
1, mP 2

1, mP 3
1, mP 4

1)

σ1
4 = (mP 4

3, mP 4
2, mP 1

3, mP 1
2

mP 2
3, mP 2

2, mP 1
3, mP 1

2)
σ1
18 = (mP 3

3, mP 4
3, mP 1

3, mP 2
3)

σ1
5 = (mP 3

1, mP 4
2, mP 4

1, mP 1
2

mP 1
1, mP 2

2, mP 2
1, mP 3

2)
σ1
20 = (mP 1

2, mP 2
2, mP 3

2, mP 4
2)

σ1
6 = (mP 1

1, mP 2
1, mP 3

1, mP 4
1) σ1

21 = (mP 3
1, mP 4

1, mP 1
1, mP 2

1)

σ1
7 = (mP 3

2, mP 4
3, mP 4

2, mP 1
3

mP 1
2, mP 2

3, mP 2
2, mP 3

3)
σ1
22 = (mP 3

1, mP 4
1, mP 1

1, mP 2
1)

σ1
8 = (mP 3

3, mP 3
1, mP 4

3, mP 4
1

mP 1
3, mP 1

1, mP 2
3, mP 2

1)
σ1
24 = (mP 1

2, mP 2
2, mP 3

2, mP 4
2)

σ1
9 = (mP 3

3, mP 4
3, mP 1

3, mP 2
3) σ1

25 = (mP 3
3, mP 4

3, mP 1
3, mP 2

3)

σ1
10 = (mP 3

2, mP 4
2, mP 1

2, mP 2
2) σ1

27 = (mP 1
3, mP 2

3, mP 3
3, mP 4

3)

σ1
11 = (mP 3

1, mP 4
1, mP 1

1, mP 2
1)

σ1
28 = (mP 4

3, mP 4
2, mP 1

3, mP 1
2

mP 2
3, mP 2

2, mP 1
3, mP 1

2)

σ1
12 = (mP 3

3, mP 4
3, mP 1

3, mP 2
3) σ1

29 = (mP 3
2, mP 4

2, mP 1
2, mP 2

2)

It is assumed in the example considered, that some of the
elements of its structure are known, i.e. local (corresponding
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to vehicles) and multimodal processes routes (corresponding
to manufactured products) (Fig. 5), dispatching rules (Tables 1
and 2) and the execution times of multimodal processes op-
eration (Table 3). In turn, the execution times of the local
processes operation thi,j . are unknown. In other words, it is
not known what is the time of vehicles staying at certain po-
sitions, and the duration of their passage along the transport
sectors.

Except the values characterizing the structure, also the
manner of production routes realization (i.e., multimodal
processes) is known. The realization of processes following
the routes is determined in advance and results from the as-
sumptions included in the adopted production plan of given
cyclic schedule shown in Fig. 6.

The schedule presents realization of the operation (prod-
ucts processing on resources R1 − R12) of four streams
mP 1

i , mP 2
i , mP 3

i , mP 4
i , each of the multimodal process-

es (i = 1, 2, 3).
Realization of the operation is executed according to ac-

cepted rules (Table 2), the processes operate with period:
mα = 320 time units, where each product release the sys-
tem in intervals of 80 time units (operation execution times
are presented in Table 3).

The answer for the following question is sought in the
context of such assumed, expected system behavior:

Is it possible in the system from Fig. 5 to organize the

work of transport vehicles in the manner which guarantees
products manufacturing in accordance to the approved pro-
duction plan?

By the organization of vehicles work we understood here
such selection of particular operations execution time (set of
times thi,j) of local processes, which guarantees transport of
elements between the positions assuring specified, punctual
realization of the production plan.

The accepted schedule takes into account the tasks related
to the transport and loading/unloading of the elements. It was
assumed that element transport between the positions requires
1 time unit (∆t = 1), and tasks related to load/unload involve
the first and last unit of operation execution time interval, re-
spectively (Fig. 6). It means in the practice, that the presence
of suitable vehicle on a position where element processing
is realized on, is required at the moment of operations be-
ginning (unload on the position) and at its termination (load
on the vehicle). The exceptions are input positions (R1, R2,
R3) as well as output ones (R10, R11, R12), in which down-
load/collection of the elements is performed in an automatic
manner (without transport vehicles contribution).

The problem presented is an example of a widened syn-

thesis problem [5], which searches for the manner of local
processes realization guaranteeing specified schedule of mul-
timodal processes in a given SCMCP. In general, the synthesis
problem is defined in the following manner.

Table 3
Times of execution of multimodal processes operations from Fig. 5

k = 1 . . . 4 R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 − R12

mtk1 – – 77 – 64 77 – 20 – – 20 – 1

mtk2 – 77 – 20 10 – 30 – – 30 – – 1

mtk3 77 – – 49 – – 20 50 20 – – 10 1

Fig. 6. Cyclic schedule of multimodal processes representing accepted production plan
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In given SCMCP with known:

• resources R,
• local processes P (level SL),
• multimodal processes mP (level SM),

there is a search for conditions guaranteeing an existence of
cyclic schedule X ′ of local and multimodal realizations.

The cyclic schedule X ′ means [5]:

X ′ = ((X, α), (mX, mα)) , (6)

where X – set of dates of beginning xh
i,j of operations of all

local processes realized in SCMCP, defined like in (1), α –
period of local processes realization α ∈ N+, defined like in
(1), mX – set of dates of beginning mxh

i,j of operations of all
multimodal processes realized in SCMCP, mxh

i,j = mxh
i,j(0)

– date of beginning of operation of the first h-th stream of
process mP i, (for k = 0); mxh

i,j(k) = mxh
i,j(0) + mα · k,

k ∈ C, mxh
i,j(k) ∈ C, mα – period of multimodal processes

realization mα ∈ N+.

5. Declarative model

5.1. Constraints satisfaction problem. Introduced concepts
of the structure SC (5) and the cyclic schedule X ′ (6) describ-
ing SCMCP behavior allow to look at the analysis problem
as the problem of reachability (in a system of a given struc-
ture SC) of specific cyclic schedule X ′, while at the synthesis
problem as the problem of SC structure existence which guar-
antees the assumed cyclic schedule X ′. The questions related
to these issues concern: the occurrence of cyclic steady states,
desired length of transient states, structures characterized by
an established number of process executions, etc. This kind of
problems (e.g. a problem of SCMCP synthesis, see Fig. 5), as-
suming many levels of SCMCP behavior (SL, SM) as well as
encompassing concurrent while collision- and deadlock-free
processes execution cannot be solved using currently avail-
able approaches, for instance as proposed in [16, 18, 23–25];
simply because they do not allow to consider the multimodal
processes.

Presented types of problems can be considered in terms
of constraints satisfaction problems. In the general form, the
Constraints Satisfaction Problem (CSP) [30] related to the
systems of concurrent cyclic processes, takes the following
form:

PS = (({SC, X ′} , {DSC , DX}) , CPS) , (7)

where {SC, X ′} – set of decision variables, SC – SCMCP
structure (5), X ′ – cyclic schedule of SCMCP, {DSC , DP } –
set of decision variables domains, DSC – domain determin-
ing admissible SCMCP structures, DX – domain determin-
ing admissible cyclic schedules, CPS = CSC∪CX ∪ CD –
set of constraints determining relationships between decision
variables, CSC – set of constraints determining kind of the

structure, CX – set of constraints characterizing processes re-
alization: conditions determining processes access to shared
resources, conditions of local processes using, CD – set of
additional constraints determining user’s needs (e.g. existence
of cyclic steady states).

CSP solution means determination of such values of deci-
sion variables from the set of domains, for which all assumed
constraints are satisfied [30]. In case of problem (7), the so-
lution is in a form of structure SC and cyclic schedule X ′,
satisfying the assumptions put on the structure and reachabil-
ity of cyclic states, etc.

In case of the example presented in the previous point, the
considered problem may be expressed as a simplified form of
CSP (7), in which the parameters characterizing structure SC

and cyclic schedule X are only known in part. In particular,
known is the structure SM of multimodal processes, as well
as their behavior (represented by cyclic schedule – (mX, mα)
– Fig. 6).

This means, that the sought solution comes down to de-
termination of the form of local processes level SL, or more
precisely, variable times of execution of operation thi,j of local
processes. These times must be selected so that the realization
of local processes (X, α) was consistent with assumed sched-
ule of multimodal processes (mX, mα). This means, that in
the considered case, the realization of multimodal processes
level SM determined allowable realization of local processes
SL.

Figure 7 presents the idea of the proposed approach
searching for solutions of lower levels forms based on upper
levels known parameters, the idea which corresponds to top-
down strategy. This means, that the solution of PS (7) prob-
lem should take into account the constraints resulting from
multimodal processes schedule. In the considered case, the
problem (7) may be presented in a following form:

PSR = ((T∪X∪{α} , DR) , C′

X (SM, mX)) , (8)

where T – set of times of execution thi,j of streams opera-
tions P h

i of local processes; X , α – set of beginning mo-
ments xh

i,j and period of local processes, defined like in (1),
DR = {DT , DX , Dα} – set of decision variables domains:
DT – domain determining admissible values of the times of
operation execution: thi,j∈N+, DX – domain of moments of
operation beginning: xh

i,j ∈ C, Dα – domain of the period
α : α∈N+, C′

X(SM, mX) – constraints determining rela-
tionships between moments xh

i,j of local processes operation
beginning guaranteeing realization of multimodal processes
according to the schedule mX .

The key role in such a way defined problem is played by
constraints C′

X(SM, mX) assuring deadlock-free (i.e., cyclic)
realization of local processes, and guaranteeing realization of
multimodal processes according to established schedule mX .
Detailed description of these constraints is presented in fur-
ther section.
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Fig. 7. Determination of parameters of SC structure for the system from Fig. 5 in top-down strategy

5.2. Constraints in cyclic execution of the processes. In
the systems of SCMCP class, each cyclic schedule X (deter-
mining local processes execution) may be represented by so
called precedence digraph G = (VG, EG). Sample digraph
G1 = (VG,1, EG,1) from Fig. 9b corresponds to the realiza-
tion of operation in accordance to the schedule X from Fig. 9a
of the system from Fig. 8.

Fig. 8. Example of SCCP described by dispatching rules: σ0
1 =�

P 1
2 , P 1

3

�
σ0

2 =

�
P 1

2

�
, σ0

3 =

�
P 1

2 , P 1
1

�
, σ0

4 =

�
P 1

1

�
σ0

5 =

�
P 1

3 , P 1
1

�
,

σ0
6 =

�
P 1

3

�
The states of the system, identified with processes al-

location in time, are marked as: Sl0, Sl1, Sl2, Sl3, Sl4.
These states correspond to time intervals represented by sub-
sequent levels of cuboids, marked with the symbols of exe-
cuted processes: P1, P2, P3 (Fig. 9b). Each cuboid Pi with
polygon base with lr(i) vertexes (lr(i) – number of operations
of the stream P h

i of process Pi), represents the time axis, with
respect to which the operations of stream P h

i of process Pi

are realized. The vertexes of cuboid base represent resources
used during execution of stream P h

i operations.
The precedence digraph G1 is spread on the set of cuboids

(where one cuboid corresponds to one process). The vertex-

es vh
i,j(k) of that digraph marked with symbols: and

related to operations oh
i,j of streams P h

i , are placed on the
cuboids, at a height corresponding to the moments of their
beginning xh

i,j(k) (moment of operation beginning oh
i,j in k-

th cycle). The vertexes of subsequent operations are connected
with arcs (always directed according to time axis direction),
which lengths determine the time of occupation of resources
used by the streams (represented by the vertexes of the base).
These arcs also reflect the order of operations execution spec-
ified by processes routes Pi.

Except the arcs related to the order of operations realized
within one stream (arcs composing the walls of cuboids) there
are also the arcs connecting the vertexes of various cuboids.
This kind of arcs describes the precedence of operations being
a consequence of accepted form of dispatching rules Θ0.

This kind of arc is always directed towards the vertex re-
lated to further operations (of higher value xh

i,j(k)). The delay
∆t, caused by such arc occurrence, determines the delay re-
lated to the change of streams on a given resource. In the
example considered, it was assumed that ∆t = 1.

For example, the value of variable x1
1,2(k) = 2 (vertex

v1
1,2(k) is placed on level 2 – Fig. 9b), is higher than value

x1
1,1(k) = 0 since the operation o1

1,2 occurs in the route p1

after operation x1
1,1. Moreover, x1

2,2(k) = 1 < x1
1,2(k) = 2

since according to the dispatching rule σ0
3 (sequence of op-

eration on R3: . . . , o1
2,1, o1

1,2,. . . ) operation o1
1,2 performed

by the stream P 1
1 may initiate its realization just after the re-

source R3 (operation o1
2,1) occupied by stream P 1

2 , will be
released, i.e. after execution of operation o1

2,2

Such an understanding of a cyclic digraph G1 is composed
with an infinite number of vertexes vh

i,j(k) localized on the
cuboids according to the order determined by the set of routes
of the processes, and the dispatching rules. In the considered
system, the cyclic schedule X (Fig. 9a) corresponds to the
following sequence of transitions between the states Sli:

. . .→ Sl0 → Sl1 → Sl2 → Sl3 → Sl4 → Sl0 → . . .

in which realization of certain operations is related to each
state Sli:

→
(

o1
1,3, o

1
3,1

)

→ (o1
1,1, o

1
2,1) → (o1

2,2, o
1
3,2) → (o1

2,3, o
1
1,2)

→
(

o1
3,3

)

→ (o1
1,3, o

1
3,1) →
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Each cyclic schedule X may be thus described by the set of
sequences of operations and related set of the moments of
these operations beginning. Operations and moments of their
beginning corresponding to schedule X are presented in Ta-
ble 4. Each column of the table contains the state, attributed
to it sequence of operations, and the moments of these oper-
ations beginning for subsequent cycles.

Table 4
Moments of beginning of operations realized in subsequent states of cyclic

schedule X

States: Sl0 Sl1 Sl2 Sl3 Sl4

Operations: (o1
1,3, o1

3,1) (o1
1,1, o1

2,1) (o1
2,2, o1

3,2) (o1
2,3, o1

1,2) (o1
3,3)

xh
i,j(k) for k: −1 0 1 2 3

k + 1 : 4 5 6 7 8

k + 2 : 9 10 11 12 13

In other words, Table 4 contains values xh
i,j(k) attributed

to vertexes vh
i,j(k) of digraph G1, vertexes corresponding to

execution of the operations observed in subsequent (k-th) cy-
cles of the system. For example, values x1

2,2(k) and x1
3,2(k)

determine the moments of beginning o1
2,2, o1

3,2 respectively
for the cycles: k, k + 1, k + 2, . . . , etc., values of these mo-
ments are as follows: 1, 6, 11, . . . Operations o1

2,2, o1
3,2 (as

state Sl2) are thus repeated with period equal 5 time units
(α = 5).

Generally, this means that the digraph of operations prece-
dence may be used for the reconstruction of operation execu-
tion of each cyclic schedule X .

The order of operation execution illustrated by digraph G1

will characterize the constraint (9):

xh
i,j(k) = max{xh

i,(j−1)(k
′) + ti,(j−1); x

c
a,b(k

′′) + ∆t, } (9)

where xh
i,j(k), xh

i,(j−1)(k
′), xc

a,b(k
′′) mean the values of op-

eration beginning moments oh
i,j , oh

i,(j−1), oc
a,b related to ver-

texes vh
i,j(k), vh

i,(j−1)(k
′), vc

a,b(k
′′) of operation precedence

digraph. Vertexes vh
i,(j−1)(k

′), vc
a,b(k

′′) are the predecessors

of the vertex vh
i,j(k), where vh

i,(j−1)(k
′) is the vertex of the

same cuboid like vh
i,j(k) (i.e. representing operation of the

same stream), while vc
a,b(k

′′) is a vertex of other cuboid (i.e.
vertex representing preceding operation according to the ac-
cepted dispatching rule). Values k, k′ and k′′ determine in turn
the number of cycles the operations oh

i,j , oh
i,(j−1), oc

a,b are per-

formed within. Vertexes vh
i,(j−1)(k

′), vc
a,b(k

′′) may be related
to operations executed within the current cycle: k′, k′′ = k,
previous cycle: k′, k′′ = k − 1 and in case of vertex vc

a,b(k
′′)

to the next cycle (with respect to operation oh
i,j): k′ = k + 1.

Values ti,(j−1) and ∆t mean the time of operation execution
oi,(j−1) and delay related to the change of processes on the
resource, respectively.

Fig. 9. Cyclic schedule X of the system from Fig. 8 (a), digraph of G1 operation precedence representing schedule X (b), G′

1 – projection
of G1 digraph on the plane (c)
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Table 5
Constraints determining local processes execution in SCMCP from Fig. 5

Constraints CI

x1
1,1 = x1

1,4 + t11,4 − α x1
5,6 = max

n�
x1
8,3 + ∆t

�
,
�
x1
5,5 + t15,5

�o
x1
1,2 = x1

1,1 + t11,1 x1
5,7 = max

n�
x1
8,2 + ∆t

�
,
�
x1
5,6 + t15,6

�o
x1
1,3 = x1

1,2 + t11,2 x1
5,8 = max

n�
x2
5,4 + ∆t

�
,
�
x1
5,7 + t15,7

�o
x1
1,4 = max

n�
x1
2,7 + ∆t

�
,
�
x1
1,3 + t11,3

�o
x1
3,1 = x1

3,4 + t13,4 − α

x1
2,1 = max

n�
x3
2,6 + ∆t − α

�
,
�
x1
2,8 + t12,8 − α

�o
x1
3,2 = x1

3,1 + t13,1

x1
2,2 = max

n�
x2
4,7 + ∆t − α

�
,
�
x1
2,1 + t12,1

�o
x1
3,3 = max

n�
x2
2,7 + ∆t

�
,
�
x1
3,2 + t13,2

�o
x1
2,3 = max

n�
x3
2,8 + ∆t − α

�
,
�
x1
2,2 + t12,2

�o
x1
3,4 = x1

3,3 + t13,3

x1
2,4 = max

n�
x3
2,1 + ∆t

�
,
�
x1
2,3 + t12,3

�o
x1
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n�
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�
,
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x1
2,5 = max
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�
,
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x1
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�o
x1
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�
,
�
x1
4,1 + t14,1

�o
x1
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n�
x3
2,3 + ∆t

�
,
�
x1
2,5 + t12,5

�o
x1
4,3 = max

n�
x2
4,6 + ∆t − α

�
,
�
x1
4,2 + t14,2

�o
x1
2,7 = max

n�
x3
2,4 + ∆t

�
,
�
x1
2,6 + t12,6
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x1
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n�
x1
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�
,
�
x1
4,3 + t14,3

�o
x1
2,8 = max

n�
x2
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�
,
�
x1
2,7 + t12,7
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x1
4,5 = max

n�
x2
4,8 + ∆t − α

�
,
�
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In the context of such defined operations precedence di-
graphs, the following theorem occurs:

Theorem. If an acyclic digraph of operations precedence G is
observed in the system of SC structure, then exits the cyclic
schedule X .

Proof. According to (9), for any arch vertexes
(

vh
i,j (k) , vc

a,b (k)
)

∈ EG of digraph G, the following relation

is satisfied: xh
i,j (k) < xc

a,b (k) (vertex vc
a,b (k) is located high-

er than vh
i,j (k)). Let digraph G to be cyclic, that means an

existence of closed pathway:
(

vh
i,j (k) , vc

a,b (k) , . . . , vh
i,j (k)

)

.

Relations related to this pathway accept the form: xh
i,j (k) <

xc
a,b (k) < . . . < xh

i,j (k) ,which leads to the contradiction:
xh

i,j (k) < xh
i,j (k) That contradictions means that cyclic

schedule X cannot exist (constraints (9) are not satisfied),
and thus digraph vertexes cannot be placed according to the
established order (vertex vh

i,j (k) should be located above it-
self). In case when digraph G is acyclic, the closed pathways
are not observed, and thus relations of xh

i,j (k) < xh
i,j (k)

type do not occur. Thus, all vertexes are placed according to
(9) which means an existence of cyclic schedule X .

It may be concluded from above theorem, that an existence
of schedule X requires that corresponding to it precedence di-
graph G must be acyclic.

The question related to the cyclicality of operations prece-
dence digraph G seems to be natural in the context of the
introduced Theorem. It was demonstrated in the Theorem evi-
dence that the consequence of the cyclicality operations prece-
dence digraph G is a contradictions in constraints of type (9).
In other words, the digraph is acyclic, when the constraints
(9) are not contrary.

Thus, the constraints (9) may be treated as the conditions
which satisfaction guarantees the cyclic realization of local

processes. In that context, the constraints C′

X (SM, mX) of
the problem (8) involve the following set of constraints:

CI =
{

xh
i,j+k · α = max

{(

xh
i,(j−1) + k′ · α

)

+ ti,(j−1) ;

(

xc
a,b + k′′ · α

)

+ ∆t
}

|
(

vh
i,(j−1) (k′) , vh

i,j (k)
)

∈EG;
(

vc
a,b(k

′′), vh
i,j(k)

)

∈EG;

i = 1, . . . , ln; j = 1, . . . , lr(i);

h = 1, . . . , ls(i); k, k′, k′′ ∈ C} .
(10)

The above constraints may be simplified taking into ac-
count that: xh

i,j(k) = xh
i,j + k · α, k ∈ C. Set of constraints

CI for the system from Fig. 4 is illustrated in Table 5.
Table 6 presents in turn the constraints CII , guaranteeing

realization of local processes in accordance with established
realization of multimodal processes. It was accepted within
the constraints, that the moment of beginning of operation xh

i,j

of stream P h
i of a local process (vehicle) must have the same

value like the moment of the beginning of operation mxc
a,b of

a multimodal process requiring stream P h
i for its realization.

In other words, the moment of vehicle work beginning (un-
load/transport operations) at a given resource overlaps with
the moment of beginning of suitable operation of a given ele-
ment production process. For example: x1

1,2 = mxh
1,1+k ·mα

means that the second operation of the stream P 1
1 (realized

on resource R3) starts together with operation moh
1,1 of h-th

stream of multimodal process mP1. Moreover, cyclic real-
ization of the operations of local and multimodal processes
requires satisfaction of the constraint of mutual multiplicity
of periods mα, α: mod(mα, α) = 0.

Introduced constraints of CI and CII type compose the set
of constraints C′

X (SM, mX) of the problem (8). The follow-
ing section presents the results of the experiment of problem
(8) solving for the sample SCMCP.

Table 6
Constraints determining admissible values of the moments of local SCMCP processes beginning from Fig. 5

Constraints CII

mP h
1 mP h

2 mP h
3

x1
1,2 = mxh

1,1 + k · mα x1
5,1 = mxh

2,1 + k · mα x1
8,1 = mxh

3,1 + k · mα

x1
1,3 = mxh

1,2 + k · mα x1
5,2 = mxh

2,2 + k · mα x1
8,2 = mxh

3,2 + k · mα

x1
1,4 = mxh

1,3 + k · mα x1
5,3 = mxh

2,3 + k · mα x1
8,3 = mxh

3,3 + k · mα

x1
2,7 = mxh

1,4 + k · mα x2
5,7 = mxh

2,4 + k · mα x2
6,4 = mxh

3,4 + k · mα

x1
2,8 = mxh

1,5 + k · mα x2
5,8 = mxh

2,5 + k · mα x2
6,5 = mxh

3,5 + k · mα

x3
2,5 = mxh

1,6 + k · mα x1
6,3 = mxh

2,6 + k · mα x1
4,3 = mxh

4,3 + k · mα

x3
2,6 = mxh

1,7 + k · mα x1
6,4 = mxh

2,7 + k · mα x1
4,4 = mxh

3,7 + k · mα

x2
4,7 = mxh

1,8 + k · mα x1
7,3 = mxh

2,8 + k · mα x2
2,5 = mxh

3,8 + k · mα

x2
4,8 = mxh

1,9 + k · mα x1
7,4 = mxh

2,9 + k · mα x2
2,6 = mxh

3,9 + k · mα

k ∈ C, h = 1 . . . 4 k ∈ C, h = 1 . . . 4 x1
3,3 = mxh

3,10 + k · mα

mod (mα, α) = 0, k ∈ C, h = 1 . . . 4 x1
3,4 = mxh

3,11 + k · mα
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6. Computational experiment

In this section an effectiveness of constraints programming
environment for solving the CSP (e.g. PSR) aimed at SCM-
CP synthesis problem is emphasized. The considered problem
PSR (8) (where set of constraints contained constraints from
Table 5 and 6), implemented in the constraints programming
environment with OzMozart (Intel Core Duo2 3.00 GHz,
4 GB RAM), was solved over a time not exceeding 7 s. The
determined values of the times of operation T execution (col-
lected in a form of sequence T h

i ) of local processes (vehicles),
guaranteeing performance of production plan from Fig. 6, are
as follows:

T =
{

T 1
1 , T 1

2 , T 2
2 , T 3

2 , T 1
3 , T 1

4 , T 2
4 , T 1

5 , T 2
5 , T 1

6 , T 2
6 , T 1

7 , T 1
8

}

,

T 1
1 = (1, 76, 1, 2), T 1

2 = (1, 1, 1, 1, 1, 18, 1, 4),

T 1
2 = (53, 1, 1, 1, 1, 1, 1, 1), T 3

2 = (1, 1, 1, 3, 1, 1, 1, 1),

T 1
3 = (1, 77, 1, 1), T 1

4 = (1, 4, 1, 1, 1, 1, 1, 1),

T 2
4 = (1, 1, 1, 1, 71, 1, 1, 1), T 1

5 = (61, 1, 1, 1, 1, 1, 1, 1),

T 2
5 = (1, 1, 1, 1, 8, 1, 1, 1), T 1

6 = (13, 1, 1, 1, 64),

T 2
6 = (1, 51, 1, 1, 1), T 1

7 = (44, 1, 1, 34),

T 1
8 = (1, 1, 1, 77),

T h
i = (thi,1, . . . , t

h
i,j , . . . , t

h
i,lr(i)) – sequence of the times of

execution of operation of stream P h
i , thi,j – time of execution

of j-th operation of h-th stream of process Pi.
The obtained values of moments xh

i,j (sequence X ′

DC)
guaranteeing cyclic execution of local processes are present-
ed in Table 7.

Table 7

Moments of beginning of operation X of local processes guaranteeing
execution of the schedule from Fig. 6

No. xh
i = (xh

i,1, . . . , xh
i,j , . . . , xh

i,lr(i)
)

1 x1
1= ( − 10,−9, 67, 68)

2 x1
2= ( − 10,−8,−7,−6,−5, 47, 65, 66)

3 x1
2= ( − 8, 45, 46, 47, 48, 49, 50, 71)

4 x3
2 = (−8,−7, 46, 47, 50, 51, 52, 70)

5 x1
3= ( − 10,−9, 68, 69)

6 x1
4 = (−8,−7,−3,−2,−1, 0, 1, 71)

7 x2
4 = (−7,−6,−5,−2,−1, 70, 71, 72)

8 x1
5 = (−9, 52, 53, 54, 57, 58, 69, 70)

9 x2
5 = (−10,−9,−8, 53, 54, 62, 63, 64)

10 x1
6 = (−10, 3, 4, 5, 6)

11 x2
6 = (−9, 4, 55, 56, 57)

12 x1
7 = (−10, 34, 35, 36)

13 x1
8 = (5, 6, 7, 8)

14 α = 80

The schedule from Fig. 10 illustrates concurrent realiza-
tion of local and multimodal processes. As can be noticed,
the operations are executed in accordance to the accepted as-
sumptions. For example, the product realized in process mP 3

2

starting its operation on resource R10, requires the transport
(using vehicle P 1

7 ) from resource R7 at the 36th time unit. It
is thus required, that the vehicle P 1

7 is present at the moment
of product load on the resource R7 (last unit of operation
mP 3

2 on R7), and at the moment of unload on resource R10

(first unit of operation mP 3
2 on R10).

Fig. 10. Cyclic schedule of the system from Fig. 5
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This means that both streams mP 3
2 and P 1

7 move con-
currently between resources R7 and R10 (through resource
R29 representing sector connecting R7 with R10 – see Fig. 4
and 5), which means that the product manufactured in process
mP 3

2 is transported using vehicle P 1
7 . The transport between

other positions is realized in an analogical manner.
To sum up, the determined times of execution of oper-

ations T of local processes allow to perform the assumed
production plan without delays and conflicts. Moreover, the
used constraints programming environment enables to solve
the real size instances of reverse problems.

7. Summary

The elaborated declarative SCMCP model distinguishes two
basic elements: structure SC and cyclic schedule X ′ repre-
senting processes execution. In that context, the problems of
analysis and synthesis searching for responses to the follow-
ing questions are considered: Is there a cyclic schedule in the
SCMCP of a specified structure? Is there a structure guaran-
teeing a cyclic schedule of the SCMCP?

These problems may be formulated in the categories of
constraints satisfaction problems (CSP). Thus, it is possible
to apply commercially available programming environments
with constraints for their solving. The key role in the pro-
posed CSP model is played by the constraints, satisfaction of
which guarantees cyclic, disruptions-free (collision-free and
deadlock-free) execution of SCMCP processes. In that con-
text, the elaborated constraints may be treated as the sufficient
conditions of reachability of cyclic schedule in the SCMCP.

The discussed example of a synthesis problem demon-
strates that the proposed approach allows to obtain the solu-
tions (evaluate an existence of SCMCP parameters assuring
an existence of a cyclic schedule of local/multimodal process-
es) in a time not exceeding 10 s. for the systems of practically
observed size.

To sum up, the proposed approach to SCMCP modeling
enables:

• description of more complex concurrent processes systems
(in contrast to the papers do not treating about multimodal
processes [16, 18, 23–25]),

• solving decision problems (analysis/synthesis problems) in-
stead of optimization ones,

• simplification of considered problems solving due to con-
straints programming techniques, i.e. CSP implementation
in constraints programming environment,

• conditions (constraints) guaranteeing cyclic, disruptions-
free processes execution.

In real cases of multimodal systems, a significant role is
played by imprecise character of information available: times
of operations execution, moments of their beginning, etc. The
presented expectations determine the directions of the present-
ed model and related method development taking into account
the possibility of an inclusion of imprecise character of the
decision variables. The models of Fuzzy Constraints Satisfac-
tion Problems will be applied for that purpose [31, 32].

REFERENCES

[1] H.M. Foo, H.W. Leong, Y. Lao, and H.C. Lau, “A multi-
criteria”, Multi-Modal Passenger Route Advisory System. Proc

IES-CTR 1, CD-ROM (1999).
[2] Z. Guo, Transfers and Path Choice in Urban Public Transport

Systems, Massachusetts Institute of Technology, Massachusetts,
2008.

[3] M.E.T. Horn, “Multi-modal and demand-responsive passen-
ger transport systems: a modelling framework with embedded
control systems”, Transportation Research Part A: Policy and

Practice 36 (2), 167–88 (2002).
[4] K. Abadi, N.G. Hall, and C. Sriskandarajah, “Minimizing cy-

cle time in a blocking flowshop”, Operations Research 48 (1),
177–180 (2000).

[5] G. Bocewicz and Z. Banaszak, “Declarative approach to cyclic
steady states space refinement: periodic processes scheduling”,
Int. J. Advanced Manufacturing Technology, SI: Advanced Dis-

patching Rules for Large-Scale Manufacturing Systems 67 (1–
4), 137–155 (2013).

[6] M.P. Fanti, B. Maione, S. Mascolo, and B. Turchiano, “Low-
cost deadlock avoidance policies for flexible production sys-
tems”, Int. J. Modeling Simulation 17 (4), 310–316 (1997).

[7] D. Krenczyk, K. Kalinowski, and C. Grabowik, “Integration
production planning and scheduling systems for determination
of transitional phases in repetitive production”, Hybrid Artifi-

cial Intelligent Systems 7209, 274–283 (2012).
[8] M. Magiera, “A relaxation heuristic for scheduling flowshops

with intermediate buffers“, Bull. Pol. Ac.: Tech. 61 (4), 929–
942 (2013).

[9] C. Cassandras, Discrete State Systems: Modelling and Perfor-

mance Analysis MA, Aksen, Boston, 1993.
[10] M. Polak, P. Majdzik, Z. Banaszak, and R. Wójcik, “The per-

formance evaluation tool for automated prototyping of con-
current cyclic processes”, Fundamenta Informaticae 60 (1–4),
269–89 (2004).

[11] P. Dąbrowski, J. Pempera, and C. Smutnicki, “Minimizing
cycle time of the flow line-genetic approach with gene ex-
pression”, Lecture Notes in Computer Science 4431, 194–201
(2007).

[12] M. Friedrich, “A multi-modal transport model for integrated
planning”, Proc. 8th World Conf. on Transport Research 1,
1–14 (1999).

[13] B. Gaujal, M. Jafari, M. Baykal-Gursoy, and G. Alpan, “Al-
location sequences of two processes sharing a resource”,
IEEE Trans. on Robotics and Automation 11 (5), 748–353
(1995).

[14] G. Alpan and M.A. Jafari, “Dynamic analysis of timed petri
nets: a case of two processes and a shared resource”, IEEE

Trans. on Robotics and Automation 13 (3), 338–346 (1997).
[15] Z. Banaszak, Modelling and Control of FMS: Petri Net Ap-

proach, Press Wrocław Technical University, Wrocław, 1991.
[16] T. Kampmeyer, “Cyclic scheduling problems”, Ph.D. Disser-

tation, Universitat Osnabruck, Osnabruck, 2006.
[17] E. Levner, V. Kats, D. Alcaide, L. Pablo, and T.C.E Cheng,

“Complexity of cyclic scheduling problems: astate-of-the-art
survey”, Computers & Industrial Engineering 59 (2), 352–361
(2010).

[18] M.B. Zaremba, K. Jędrzejek, and Z.A. Banaszak, “Design of
steady-state behaviour of concurrent repetitive processes: and
algebraic approach”, IEEE Trans. Systems, Man, and Cyber-

netics A 28 (2), 199–212 (1998).

Bull. Pol. Ac.: Tech. 63(3) 2015 649



G. Bocewicz, W. Muszyński, and Z. Banaszak

[19] M. Abrams, N. Dorastamy, A. Matur, and A. Chytra, “Visual
analysis of parallel and distributed programs in the time, and
frequency domains”, IEEE Trans. Parallel and Distributed Sys-

tems 3 (6), 672–685 (1992).
[20] F.L. Baccelli, G. Cohen, G.J. Olsder, and J-P. Quadrat, Syn-

chronization and Linearity: an Algebra for Discrete Event Sys-

tems, Wiley&Sons, Chichester, 1992.
[21] P. Sitek and J. Wikarek, “A hybrid approach to modeling and

optimization for supply chain management with multimodal
transport”, IEEE Conf.: 18th Int. Conf Methods and Models in

Automation and Robotics (MMAR) 1, 777–782 (2013).
[22] T. Sawik, “A mixed integer program for cyclic scheduling

of flexible flow lines”, Bull. Pol. Ac.: Tech. 62 (1), 121–128
(2014).

[23] G. Alpan and M.A. Jafari, “Synthesis of sequential controller
in the presence of conflicts and free choices”, IEEE Trans.

Robotics and Automation 14 (3), 488–492 (1998).
[24] R. Wójcik, “Towards strong stability of concurrent repetitive

processes sharing resources”, Systems Science 27 (2), 37–47
(2001).

[25] R. Wójcik, Z. Banaszak, and M. Polak, “Dynamics analysis of
cyclic processes with periodic resource allocation function”,
Proc. 9th IEEE Int. Conf. Methods and Models in Automation

and Robotics 2, 1157–1162 (2003).
[26] J. Pempera and C. Smutnicki, “Minimization of a cycle time of

production on a line: genetic approach with genes expression”,
Automatics 9 (1/2), 189–199 (2005), (in Polish).

[27] C. Smutnicki and A. Smutnicki, “ New properties of cyclic
schedules in a flow system”, Automatics 11 (1/2), 275–285
(2007) (in Polish).

[28] C. Smutnicki and A. Smutnicki, “Cyclic scheduling in a nest
system”, in Applications of Systems Theory, pp. 105–115,
AGH, Kraków, 2007, (in Polish).

[29] R. Wójcik, “Constraint programming approach to designing
conflict-free schedules for repetitive manufacturing processes”,
Digital Enterprise Technology. Perspectives and Future Chal-

lenges, pp. 267–274, Springer, Berlin, 2007.
[30] S. Russell and P. Norvig, Artificial Intelligence: A Modern Ap-

proach, Prentice Hall, New York, 2009.
[31] I. Bach, G. Bocewicz, Z. Banaszak, and W. Muszyński,

“Knowledge based and CP-driven approach applied to multi
product small-size production flow”, Control and Cybernetics

39 (1), 69–95 (2010).
[32] M. Relich and W. Muszyński, “The use of intelligent systems

for planning and scheduling of product development projects”,
Procedia Computer Science 35, 1586–1595 (2014).

650 Bull. Pol. Ac.: Tech. 63(3) 2015


