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Abstract—The wideband coherent pulse radar provides high
resolution image of the target. A model of this image is composed
of the complex envelope superposition of signals diffracted by the
point scatterers. The values of complex envelope are distributed
over the radar image coordinate plane in accordance with the
point scatterer’s positions and their reflection coefficients. The
radar image model is combining of the range and Doppler pro-
files. The parameters of the target point scatterers are processed
using one dimensional data extracted from the complex discrete
Fourier transform of the radar image. The proposed parametric
system identification method performs estimation of signal model
parameters for the short dwell time and extrapolation of the
radar data outside this time. Also the procedure of the ISAR
imaging based on the proposed algorithm is introduced. The
reducing smeared Doppler shifts and improving image resolution
are achieved as a result.
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I. INTRODUCTION

THE modern wideband radar systems allow target recog-

nition and identification owing to their high range reso-

lution [1]. High range resolution of a radar system makes it

possible to get the information about the target’s shape and

geometrical dimensions, which may be used for the target

identification. It is known that the response from a target on

a short radar pulse may be described as a superposition of

the responses from the point scatterers [2]. The information

about the positional relationship of the most powerful scat-

terers of the target may be used for the determination of the

target’s shape and dimensions. According to the geometrical

theory of electromagnetic back-scattering each object with an

elementary shape like sphere, cone, the edge, and so on can

be described by a single point-scatterer, situated on its surface

in the phase center [3]. Each man-made target in the X-band

can be represented as a superposition of the jointed primitive

elements. So any man-made object can be uniquely described

by its point-scatterer model.

The responses from the point scatterers may be considered

as a signals reflected from them [4]. However, the distance

between scattering centers may be far lesser than the radar

range resolution, which considerably complicates the target

recognition directly from its radar range profile. The imple-

mentation of the complex radar image technology requires the

coherent pulse radar mode. The main reason for the using of
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the complex imaging technology in wideband radar systems

is the necessity of the image resolution improving. The paper

considers coherent X-band radar emitting a wideband signal

in the form of a sequence of short pulses without chirp

modulation. In this case the overlapped over several resolution

elements range profile of the target can be obtained due to

the pulse duration. It is also assumed the radar with a non-

scanning antenna system having a beam width much larger

than the target angular dimension [5].

The resolution of the radar target image along the cross-

range is determined by the resolution along Doppler frequency

shift. Consequently, in order to improve the cross-range res-

olution, observation time should be increased [6]. However,

it should be taken into account that the motion of a point

scatterer on the target is rectilinear and uniform on a short

interval of observation time only, therefore, radial component

of the speed varies with the increasing of the observation time,

which causes Doppler spectrum smearing.

II. RADAR IMAGE MODEL

The complex envelope of a radar signal reflected from P

point scatterers of the moving target can be expressed as

ẋ(t) =

P
∑

p=1

Ȧp · ṡ[t− τp(t)] =

P
∑

p=1

Ȧp · ṡ[t− 2ρp(t)/c] (1)

where ṡ(t) =

N−1
∑

n=0

ṡ0(t−nT ) is a complex envelope of a signal

composed of N radar transmitted pulses ṡ0(t); T is a pulse

period; Ȧp is a complex amplitude of the signal reflected from

the p-th scatterer; τp(t) is a round-trip delay proportional to the

time-varying range ρp(t) from the radar to the p-th scatterer;

c is a speed of electromagnetic wave propagation.

In assumption of a short observation time ∆T = NT ,

during which the radial velocity variation for each scatterer

on the target can be neglected, it can be represented as:

vp(t) =
dρp(t)

dt
∼= v0p, p = 1, 2, . . . , P. (2)

The Doppler frequency shift for the p-th scatterer is deter-

mined by the expression:

fDp = f0 ·
2v0p
c

(3)

where f0 is a carrier frequency.

Figure 1 shows the scheme of radar emitting coherent pulse

train and received radar signal in the form of buffered range
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Fig. 1. Inverse synthetic aperture radar (ISAR) principle scheme, radar dwell
and buffering radar data.

profiles. Each range profile consists of inphase and quadra-

ture (I/Q) components as a result of quadrature detection of

received radar signal.

The model of a digitized received radar signal can be

expressed as follows:

ẏ[k] =

P
∑

p=1

M−1
∑

m=0

Ȧp · ṡ0(k∆t− τp(k∆t)−mT ) + ẇ[k], (4)

k = 0, 1, 2, . . .

where ∆t is a time sampling interval; ẇ[k] is a complex

additive white Gaussian noise in the radar receiver bandwidth.

The spectrum of the N signal samples ẏ[k] that are pro-

cessed over one pulse period T = N∆t, may be described by

a product of the radar pulse spectrum Ṡ0N [n] and the expo-

nential terms which are derived using the fixed (ρp(t) ∼= ρ0p,

0 ≤ t ≤ T ) point-scatterer model in the frequency domain:

N−1
∑

k=0

ẏ[k]·e−j2π k
N−1

n = Ṡ0N [n]·

(

P
∑

p=1

Ȧp ·e
−j 2π

∆t
·

n
N−1

·τ0p

)

=

= Ṡ0N [n] · ḊN [n], n = 0, 1, . . . , N − 1, (5)

where: τ0p =
2ρ0p

c
.

The Doppler spectrum of the moving target can be repre-

sented as a set of harmonics with frequencies determined by

the Doppler shifts of the scatterers on the target:

N ·M−1
∑

k=0

ẏ[k] · e−j2π k
N−1

µ =

=

M−1
∑

m=0

(

P
∑

p=1

Ȧp · e
j2πfDpmT

)

· e−j2π m
M−1

µ =

=
M−1
∑

m=0

q̇M [m] · e−j2π m
M−1

µ, µ = 0,±1, . . . ,±M/2. (6)

During all coherent processing time interval ∆T = MT
the M sequences by the N samples of the received signal

Fig. 2. Buffered ISAR data (a), ISAR image based on fast Fourier transform
(FFT) (b), ISAR images as the slices of generated 3-D dimensional array
using time-frequency transform (TFT) (c).

ẏ[k] per pulse period T = N∆t can be formed into the two

dimensional N ×M data (see Fig. 1a):

ẏN×M [n,m] = ẏ[n−mN ], n = 0, 1, . . . , N − 1, (7)

m = 0, 1, . . . ,M − 1.

The radar image can be processed by the discrete or fast

Fourier transform (FFT) of the N data rows (see Figure 2a):

ż(rn, hµ) = żN×M [n, µ] =
M−1
∑

m=0

ẏN×M [n,m] · e−j2π m
M−1

µ.

(8)

Figure 2b shows the radar image which size is N ×M , in

the range and cross-range plane. The image columns, which

lengths are N , are radar range profiles. And the image rows

which lengths are M , are radar Doppler profiles.

The radar range profile of a target contains information

about the length of the target under observation along the

line of sight and the locations of the scatterer’s projections
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TABLE I
COMPARISON OF DIFFERNNT RADAR IMAGING PROCEDURES

Radar Imaging Windowing Extrapolation Resolution
Procedure

FFT no no 1/Data Length

TFT yes no ∼ 1/Window Length

Parametric yes yes ∼ 1/Data Length
Spectral Analysis

on this direction. The range resolution is determined by the

pulse duration τ :

∆r =
2τ

c
. (9)

Doppler shifts of the scattering centers are different in the

case of the rotating target. The Doppler resolution is inversely

proportional to the observation time ∆T . The Doppler shift is

proportional to the cross-range of the scattering center with a

scaling factor related to the radar wavelength λ and the rotation

rate Ω of the target.

Thus, the cross-range resolution is determined as follows:

∆h =
λ

2Ω
·∆fD =

λ

2Ω∆T
. (10)

III. RADAR IMAGE POST-PROCESSING

In order to enhance the resolution of the ISAR image,

several methods can be applied. The one algorithm is based

on the time-frequency transform of radar data along the dwell

time. This algorithm was proposed as joint time frequency

(JTF) analysis [3]. Each time-frequency transform of the data

sequence is a 2 dimensional (2-D) signal. Such transforms

are collected into array versus range. Finally the image for-

mation is a sampling in dwell time and obtaining slices of 3

dimensional (3-D) array. Figure 2 shows that FFT algorithm

produces image with blurring due to the rotation of the target.

In the contrary JTF analysis allows to observe the time history

of target motion. This can be represented as the movie with

the slices of 3-D array instead of the frames.

We suggest another algorithm based on parametric approach

of spectral analysis. The diagram of this alternative algorithm

is shown in Figure 3. Primarily as shown in figure full

dwell time data are divided into frames in order to minimize

smearing. Therefore the image resolution is degraded. Then

parametric identification method [4] can be applied to enhance

the resolution of the radar image. In according to this method

the parameters of the point scatterers such as the coordinates

along cross-range and reflection coefficients are determined

for each range bin. Finally we extrapolate the signal outside

of the frames and process cross-range profiles of image using

FFT.

This approach requires information about the model of

the signal. Such appropriate mathematical model is a sum

of the discrete complex exponents corrupted by complex

additive white Gaussian noise (AWGN). The procedure of

parametric spectral analysis is properly composed from two

main operations which are executed sequentially [5]. These

are model order selection and model parameter estimation

Fig. 3. Diagram of the parametric spectral analysis algorithm.

implemented using the information criteria [6] and the matrix

pencil method [7] respectively.

Some obvious characteristics of discussed algorithms are

presented in Table 1. We can analyze several features of JTF

and procedure based on parametric spectral analysis. In both

cases windowing is available to achieve least smearing. In the

last procedure the extrapolation provides high resolution cross-

range profiles with the resultant resolution approximately

inversely proportional to the data length N for full dwell time

as well as it can be achieved using FFT algorithm.

IV. SIMULATED RESULTS

In the following example ISAR simulated data were bor-

rowed from the open source [8] and used for algorithm

comparison purpose (see Figure 4). The radar image of aircraft

MiG-25 can be processed using these data [9]. The data were

simulated for more than 100 point scatterers. The initial test

data were noised by complex value AWGN. The corresponding

signal to noise ratio (SNR) was 5 dB.

There are the initial data, processed images using compared

algorithms and corresponding two dimensional (2-D) signals

shown in Figure 4. It can be seen signals and images in Figure

4a and Figure 4b respectively placed into 2×2 box. In the

upper left corner each block is labeled with the letter and the

number to match them to each other in the different boxes.

Figure 4c shows cross-range profiles which are different

for the equal range bin. The dotted line corresponds to the

FFT of initial data. The dash line passes through the profile

generated with TFT using Gaussian window. The responses

shown by the solid line are computed using FFT of windowed

extrapolated signal (see Figure 4a, block a4) in the form of

complex exponents with estimated parameters for frame data

demonstrated above in block a2.

In the last case the time history of the image evolution

could be demonstrated by the sequential processing of the

other frames extracted from the full time dwell data as well

as it allows JTF algorithm.
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Fig. 4. Dwell time-domain data (a) and corresponding ISAR images (b) are
comparing for different radar imaging procedures: 1) initial noisy data (SNR
= 5 dB); 2) frame data; 3) TFT based approach with windowing (Gaussian);
4) parametric extrapolation of frame data; in crossections (c) over marking
dash line.

V. CONCLUSION

The paper demonstrates suggested parametric identification

for post-processing of the complex radar image. There are

known ISAR radar image algorithms. Their difference lies

in the selected type of the spectral analysis. FFT and TFT

based algorithms use non-parametric approach. We used the

parametric spectral analysis to estimate the model parameters
and extrapolate radar data along the dwell time. In order to

achieve the improving of radar image resolution significantly

by image processing it is need to know prior information about

model of the target radar portrait assuming the superposition of

the identical partial responses from the target point-scatterers.

Parametric methods of spectral estimation were applied to

precisely determine parameters of the point scattering centers.

The simulation example demonstrates improving the quality

of radar image corrupted by noise. The analysis of imaging

procedures based on their own distinctive features can be use-

ful to select the most appropriate one in the given conditions

of radar application.
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