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Accepted: 10 May 2012 The article deals with the issues involved in evaluating the process state on the basis of many
measures, including: process parameters, diagnostic signals and events occurring during the
process. These measures as well as those measurements traditionally used in the evaluation of
process capability, offer a relevant source of information about the manufacturing process and
the authors attempted to ascertain the most suitable method, or group of methods, for achiev-
ing this. They present the main criteria for the categorization division of the methods of the
manufacturing process state evaluation and, from those identified, distinguish the traditional
from Data Mining methods. The authors then specify some basic requirements regarding the
desired method or group of methods and focus on the classification problem. A division and
classification of the methods is made and briefly described. Finally, the authors specify the
criteria for their selection of the Data Mining method type as being the most appropriate for
the evaluation of the manufacturing process state and, from within this type, offer the most
suitable groups of methods. Some directions for further research are discussed at the end of
the article.
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Introduction

A decisive factor in the competitiveness of a pro-
duction company is its capability to support the
client with the supply of products of a determined
quality, at a fixed price, in good time. This capa-
bility is the result of the efficient management of the
production process, which, for the most part, consists
of a manufacturing process, which, in turn, consists
of a number of operations. It is during the manufac-
turing process that added value and this is directly
related to a change in the shape, dimensions, surface
quality, physicochemical properties and appearance
of the processed material or the mutual orientation
of the component parts forming the product [1–4].
Crucial for controlling the manufacturing process (or

more specifically, for controlling an individual manu-
facturing operation1) is the possibility of evaluating
the current state of the process on line. This state can
be described by a set of measures – process charac-
teristics and, in the case of a manufacturing process,
its state is often described as a set of deviations of
the process from the model process [5]. In this pa-
per, the process state is understood as the quality
at a given moment (i.e. to what extent the process
fulfils specific quality requirements) and the evalua-
tion of the process state is one of the key tasks of
a process engineer. It allows the prediction of the
quality of the products (semi-fabricated products)
at the output of the process and enables an efficient
control of the process by taking possible corrective
actions.

1In quality engineering, the name “process” is often assigned to a single operation, which involves resources on input and
a ready product or processed material on output.

27



Management and Production Engineering Review

An evaluation of the quality of manufacturing
processes using a classic approach is performed by
the measurements of values of earlier defined prop-
erties (most frequently so-called critical features) of
the product and a determination of so-called process
capability indices (e.g. Cp, Cpk) and other measures
of process performance (DPMO, ppm or others) on
the basis of these values. The measurements can be
performed during the process or after its termination
and information about the quality level may influ-
ence the further realization of the process through a
feedback loop. During the process, there is a process
control and after termination only a post-operational
inspection takes place. Such an approach allows for
the evaluation of the process in regards to the fulfil-
ment of the requirements for only one property of the
product. Hence, for each characteristic relevant for
the process, a separate capability index is determined
and a separate control chart is maintained, etc.
Increasingly, researchers and engineers often

make attempts at the development and implemen-
tation of tools for the evaluation of the process state
which look at many features at the same time. The
results of their work are statistical tools which allow
the monitoring of process stability with a simultane-
ous consideration of several separate features. A mul-
tivariate control chart is an example of such a tool.
However, they are inadequate when the aim is to:

• determine the optimal value (or value range) of
an input parameter of the process (e.g. range of
feed rate) in a way which obtains specific values
for individual characteristics (e.g. not below or not
above ...)

• determine a set of optimal values for input para-
meters (a machine, work environmental conditions
and other parameters) in a way which obtains a
specific level for a desired feature (e.g. the rough-
ness of a shaft after turning).
The presented approaches to the evaluation of

the manufacturing process state are illustrated in
Figs. 1a and 1b.

a) b)

Fig. 1. a) Classical approach to the evaluation of the man-
ufacturing process state b) Approach to the evaluation of
the process state with a consideration of the process and

its environment

The authors of this paper aimed to find meth-
ods which allow for the evaluation of the state of the
manufacturing process on the basis of many mea-
sures, including:
• parameters of the process (e.g. injection moulding
pressure, form temperature, time of cooling),

• diagnostic signals (e.g. vibrations, noise, ambient
temperature),

• events occurring during the process (e.g. chipping
of a cutting edge, operator error).
These measures (apart from measurement results

traditionally used in the evaluation of process capa-
bility) are a relevant source of information about the
manufacturing process. Simultaneously, they allow
for the possible various factors related with the work
environment, the applied manufacturing technology
and the state of the machine or the processed materi-
al. An evaluation carried out on the basis of the vari-
ables mentioned above is performed on-line. A prob-
lem with the manufacturing process state evaluation
obtained on the basis of many measures of state is
presented in Fig. 2.

Fig. 2. The problem of evaluation of the manufacturing
process state [6].

Because of the fact that at any given moment the
process capability is influenced by many characteris-
tics (measures of the process state), it is reasonable
to treat the evaluation of the state of the process
as a multidimensional problem. Such an approach
prompted the authors to take a wide group of Data
Mining2 methods into consideration.
There are many traditional and Data Mining

methods which can be used to evaluate the process
state. Because of that there is a problem with choos-
ing the proper one to use in manufacturing environ-
ment.
The main purpose of this paper is to make a clas-

sification of these methods and suggests the most

2Data Mining – process of extraction of hidden, potentially useful and previously unknown information from data sets [7].
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suitable ones for estimation of the manufacturing
process state.

The subsequent chapters of this work present the
main criteria for the division of the methods of the
manufacturing process state evaluation. Out of the
available methods, the traditional and Data Min-
ing methods were distinguished and the basic re-
quirements regarding the desired method (group of
methods) were specified. Then, a division of meth-
ods was carried out and they were briefly described
to ultimately specify the criteria of selection of the
most appropriate (in the authors’ opinion) Data Min-
ing methods for the evaluation of the manufacturing
process state.

Criteria of division of methods

of evaluation of the process state

There are many methods that allow the evalu-
ation of the state of the process. The authors cre-
ated a classification of these methods, taking se-
lected criteria into account. Table 1 presents the
most important criteria for the division of meth-
ods for the evaluation of the manufacturing process
state.

Considering a specific problem, the desired fea-
tures of the method which allow for a solution can be
selected from the table. As has already been point-
ed out, the authors aimed to identify the methods
which allow the evaluation of the state of the process,
considering values of parameters, diagnostic signals
and occurring events. There is a typical problem
with many variables on the output. The result of the
process is frequently influenced both by quantitative
and qualitative variables and therefore the method of
evaluation of the process state should process both
types of variables. The authors also made the as-
sumption that the desired approach should allow for
the performance of an evaluation of the process state
on-line, enabling a quick reaction and the taking of
the appropriate corrective action by an operator or
a process engineer.

Considering the aims of the method of process
state evaluation and the general premises related
to the possibility of the practical implementation of
the presented solutions, the most important require-
ments were determined. It was acknowledged that
the method to be selected should:

• allow the evaluation of the process state on the
basis of many variables,

• process both quantitative and qualitative vari-
ables,

• deal appropriately with missing data values and
redundant and irrelevant data,

• perform an ‘online’ evaluation (during the process
run),

• be characterized by low user knowledge require-
ments of the mechanisms of the method,

• allow the obtaining of results in an easy to inter-
pret form, e.g. diagrams or rules.

Table 1

Criteria of the division of methods for the evaluation of the
process state.

In considering particular methods, the character
of the output variables is a fundamental criterion for
their classification. This classification is presented in
the next chapter.
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General classification of methods

of evaluation of the manufacturing

process state

As it has been pointed out, there are many meth-
ods for an evaluation of the process state. The au-
thors focused on reviewing such methods from the
Data Mining area as they allow an analysis of large
data sets and enable the automatic discovery of re-
lationships in these sets. A systematization of Data
Mining methods was performed and examples were
shown. They are presented in Fig. 3, alongside tradi-
tional methods (left branch of the tree), and repre-
sent a relevant group of tools for the evaluation of the
manufacturing process state in terms of its quality.
It is also noteworthy that the classification in Fig. 3
is not comprehensive.

The traditional methods of process quality eval-
uation comprise approaches affiliated with the Sta-
tistical Process Control approach, that is univariate
and multivariate process capability indices and ap-
proaches in which the process evaluation is based on
the number of faulty products obtained as a result of
the process. The latter group consists of the following
methods:

• DPMO (Defects per Million Opportunities),
• ppm (parts per million),

• fraction of faulty products,
• sigma level.
The second group of methods of the manufactur-

ing process state evaluation are Data Mining meth-
ods, which are a particular object of interest of the
authors. Two types of methods can be distinguished
within the group: supervised and unsupervised learn-
ing methods. The principle of operation of the former
group of methods is to create a model of dependen-
cy between input and output variables on the basis
of a so-called training set, consisting of records con-
taining input values matched with assigned output
values. The supervised learning methods are mostly
used for two tasks: classification and regression (nu-
merical prediction). Each task has a different char-
acter output variable. During the classification on
the basis of the input values, an algorithm assigns
a new observation to the class (so an output vari-
able is qualitative), while during the regression, an
observation is assigned with a specific numerical val-
ue (the output variable is quantitative). The unsu-
pervised learning is of a different character and is
mostly used for a grouping task. A training set does
not contain values of output variables and an algo-
rithm itself divides the observation set into so-called
clusters. The observations within a single cluster are
very “similar”3 and the distance between clusters is
being maximized.

Fig. 3. Classification of methods of evaluation of the manufacturing process state (own work on the basis of [8–10]).

3There are many similarity measures, e.g. Euclidean distance in the feature space, Chebyshev distance or Manhattan distance.
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In the considered problem, an evaluation of the
manufacturing process state is performed through an
evaluation of the quality of the obtained product.
This quality is often expressed as a number in the
ordinal scale. In such an approach, the problem of
the state evaluation is reduced to the task of the
classification of this state.
Consequently, a group of Data Mining methods

solving the problem of classification was subjected
to a thorough analysis. As has been mentioned, this
classification is an example of supervised learning
and its general concept is presented in Fig. 4.

Fig. 4. A concept of supervised learning (own work on
the basis of [11]).

As a result of the learning process, a classifier is
acquired, which allows the prediction of the product
quality during the manufacturing process (through
the evaluation of the state of this process, expressed
as a quantitative variable that can take values like:
bad, average, good) and enabling an ‘on-line’ process
control.
To create the classifier (model) of the manufac-

turing process state, a set of historical data describ-
ing the process run has to be obtained first. The data
describing the specific realization of the manufactur-
ing process consists of: values of parameters, diagnos-
tic signals and events occurring during the process
and also an evaluation of the quality of the obtained
product. This evaluation is conducted by an expert
(here: a process engineer or an operator), which al-
lows for their knowledge (hidden, hard to extract) to
be included in the procedure for creating a model of
the process.
The next chapter briefly presents the Data Min-

ing methods for realising the classification task.

Methods of classification

As has been mentioned, from the methods pre-
sented in Fig. 3, the classification methods are the

subject of a detailed analysis and there are many
divisions of methods for realizing the task of classifi-
cation [12–14]. The division proposed by Kotsiantis
[14] was accepted by the authors as the most sys-
tematized and comprehensive. Kotsiantis divides the
methods of classification into:
1. Logic based algorithms

a. Decision trees
b. Learning set of rules

2. Perceptron-based learners

a. Single layered perceptrons
b. Multilayered perceptrons
c. Radial basis function networks

3. Statistical learners

a. Naive Bayes classifier
b. Bayesian networks

4. Instance-based learners

a. k nearest neighbours
5. Support vector machine

The chosen members of particular groups of clas-
sification methods are characterized below.

Logic based algorithms

The group of logic based algorithms is formed
by decision trees and the learning of a set of rules.
Decision trees are classification models in graphical
form resembling a tree. An algorithm builds a tree,
in each step searching for variables allowing it to di-
vide the test set into subsets of records which are as
homogenous as possible in terms of the value of the
qualitative variable. In such a way, a structure con-
sisting of a set of decision nodes (places of division
of the data set) connected with branches propagat-
ing downwards from the root (first node dividing the
whole set) to the finishing leaves (subsets which are
no longer a subject of division and are a result of
classification) is created. Decision trees are easy to
interpret and allow a quick generation of decision
rules and a classification of new instances [15].
Algorithms learning a set of rules search this set

for a rule matched by as high a number of records
as possible. Then they look for another rule for the
remaining records etc. for as long as the rules do not
cover the whole learning set. Genetic algorithms and
methods related to inductive logic programming are
examples of such algorithms. Inductive methods us-
ing rough set theory are also a part of this group

Perceptron based algorithms4

A perceptron is the simplest kind of artificial
neural network. Its operation consists of processing
the input signals (in the form of data records) inside

4Perceptron – unidirectional artificial neural network, consisting of neurons of non-linear activation function [11].
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the network, comparing them with a defined thresh-
old and then assigning output values. From percep-
tron based algorithms, three groups can be distin-
guished: single layered perceptrons, multilayered per-
ceptrons and radial basis function networks.
Single layer perceptrons consist of two layers of

connected neurons – input and output layers. They
allow a classification of linearly separable observation
sets [14]. Multilayered perceptrons are appropriate-
ly connected neurons, arranged in two or more lay-
ers. They allow the computation of much more com-
plex functions than the single layer perceptrons [7].
Radial basis function networks realize the division
of data record space by using circles/hyperspheres.
They usually consist of three layers: an input layer,
an output layer and a hidden layer and they enable
the quick learning of a neural network and avoid the
problem of local minimums (occurring in multilay-
ered perceptrons) [16].

Statistical learners

Among many methods belonging to this group,
naive Bayes classifier and Bayesian networks are the
most frequently used. Naive Bayes classifier is based
on the Bayes’ theorem and assumes a very simple
dependency between input variables and a qualita-
tive variable class affiliation (assumptions made in
this method are often very profound, hence the name
“naive”). For a given set of input variables, a poste-
riori value of the probability of affiliation of a given
object to one of the classes of qualitative variable
is calculated. A class with the highest a posteriori
probability is assigned to a given observation.
A Bayesian network takes the form of a graph.

Its vertices often represent variables while the edges
represent the dependencies between variables. An A
node is a parent (a predecessor) of a node X and a
node X is the descendant (a successor) of the node A,
if there is a direct edge between A and X vertices.
Each variable in a Bayesian network is conditional-
ly independent of variables which are not offspring
of the network for a given predecessor. A Bayesian
network represents the total probability distribution,
ensuring a defined set of assumptions concerning the
conditional independence of variables and the tables
of conditional probability associated with each ver-
tex with fixed direct predecessors. The learning is
simple when probability tables for every vertex are
known. as it is then easy to calculate a total a priori
and a posteriori probability [17].

Instance-based learners

The most popular method in this group is the
method of k nearest neighbours. As the name sug-

gests, a classification of a new instance is performed
considering its k nearest (most similar) objects in the
multidimensional space of variables. It means that
there is no model built on the basis of a training set
and all classified instances are directly used instead.
In a practical application of this method, it is very
important to adequately construct the set of obser-
vations and select appropriate distance metric and a
relatively uniform distribution of observations in the
space of variables [18].

Support vector machine

A support vector machine (SVM) is based up-
on the application of so-called Rosenblatt perceptron
which searches for the straight line (hyperplane) di-
viding the record space into classes relating to the
value of the qualitative variable. Such a straight line
(hyperplane) has to meet certain conditions which
allow its unequivocal definition. There is no need for
all the observations for its determination, only these
connected with a resulting line using vectors are nec-
essary. These vectors are named support vectors and
such a defined classifying algorithm is named a sup-
port vector classifier (SVC).

A SVC algorithm assumes only a linear division
of classes and this is its significant limitation. A sup-
port vector machine is free of this assumption and is
a generalization of SVC, allowing for non-linear divi-
sions to be taken into consideration. Its main idea is
a transformation of variables allowing the reduction
of the problem into linear division. Original records
become mapped into new space using kernel func-
tions. It is possible to linearly separate two classes in
this space, which allows the avoidance of a complex
class boundary shape.

In the next chapter, the presented methods of
classification are compared and analyzed in terms of
the possibility of their application for an evaluation
of the manufacturing process state.

Criteria of selection

of classification methods

for evaluation of the

manufacturing process state

In [19], Kotsiantis made a comparison between
the members of the individual groups of classification
methods presented in the previous chapter of this pa-
per. He included the following methods in his com-
parison: decision trees, neural networks, naive Bayes
classifier, k-nearest neighbours method, support vec-
tor machine and learning sets of rules. The criteria
used in this comparison can be divided into 4 groups:
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• basic performance of a classifier – related to
prediction capability and speed of learning and
classifying of new instances,

• robustness of a model obtained using given
classification method (robustness understood as
capability of dealing with imperfections of a train-
ing set, e.g. lack or inconsistency of data or exis-
tence of irrelevant or redundant data),

• additional performance of a classifier – e.g.
dealing with many types of input data and/or dan-
ger of overfitting,

• user friendliness – meaning ease of result inter-
pretation, ease of understanding the classification
mechanism and low requirements regarding user
intervention in the algorithm operation (e.g. by
supplying it with weightings or parameters of op-
eration).

Kotsiantis applied a four-level grading scale for
the evaluation of the methods on the basis of a specif-
ic criterion (1 – the worst grade, 4 – the best grade).
The value of each grade was specified from evidence
of existing empirical and theoretical studies. Out of
the criteria analyzed in [19], the authors of this pa-
per selected the most relevant (in their opinion) for
a classification of the manufacturing process state
and included them in Table 2. For the most part,
they fit the requirements of the method desired, as
presented in Sec. 2 of this paper. To emphasize the
relations of the classifying algorithms analyzed in Ta-
ble 2 with the requirements defined earlier, after the
name of the specific feature (criterion), the number
of its position on the requirements list (if applicable)
is written in parentheses.

The authors considered the possibility of apply-
ing individual methods of classification in the evalua-
tion of the state of the manufacturing process, taking
their peculiarity and presented criteria into account.
Algorithms with results hard to interpret or with too
complex mechanisms of operation have been agreed
to be excluded from further analysis. That is why
neural networks and support vector machine meth-
ods were eliminated. Both these methods are accu-
rate and allow quick classification but they are not
“friendly” towards potential user and the sophisti-
cated mathematical methods, being a base for the
algorithms, often require the supply of many para-
meters not necessarily known to the user.

A low classification accuracy and a low tolerance
to qualitative data are reasons why the naive Bayes
classifier was abandoned. Although the predictive ca-
pability can often be improved by increasing data
quality or eliminating irrelevant and redundant vari-
ables, the inability to process the qualitative data
disqualifies the method from the considered appli-

cation. A method of evaluation of the manufactur-
ing process state must be able to manage both the
quantitative and qualitative variables because in the
manufacturing environment both the types charac-
terize the process. The same reason stands behind
the exclusion of the k nearest neighbours method
from further analysis, with additional flaws of the
method being the long classification time and the
low tolerance to missing data.

Table 2

Comparison of selected classification algorithms (own work
on the basis of [19]).

Out of the examined methods of classification, de-
cision trees and learning set of rules algorithms are
the most suitable for an evaluation of the state of the
manufacturing process in the opinion of the authors
of this paper. They are characterized by easy inter-
pretation and relatively simple mechanism of oper-
ation. They also do not require the user to provide
many parameters and they perform a quick classifi-
cation. According to Kotsiantis [19] learning sets of
rules algorithms have, admittedly, a lower predictive
capability, but frequently this can be improved by
the better preparation of the training set of data, by
choosing a different rule generation algorithm or by
applying advanced methods for the selection of input
variables.
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Summary

Decisions regarding manufacturing process qual-
ity are presently taken on the basis of data supplied
from 100% inspection, statistical acceptance inspec-
tion or statistical process control. A result of these
decisions is mostly a statement indicating whether
the process is stable or unstable (in a statistical
sense). This evaluation is most often performed “post
factum”: after performing an operation, a measure-
ment of a critical characteristic (or a few characteris-
tics) is carried out and, on that basis, the evaluation
is conducted.
In the era of the pursuit of zero defect manufac-

turing, an evaluation of the manufacturing process
state cannot be limited only to the inspection of one
(or even several) critical features of the product -
during the ongoing process the state should be eval-
uated and the process should be corrected if nec-
essary. Features of the process such as: parameters,
diagnostic signals and events occurring during the
process run are essential for consideration. A set of
such data is a starting point to create a model of the
process state and this allows the prediction of future
process states.

During the first stage of the research work5, the
authors of this paper aimed at analyzing known
methods from the Data Mining area, enabling a clas-
sification of the manufacturing process state and se-
lecting that method which would best meet the cri-
teria defined by the authors. Eventually, a method
for an evaluation of the state of the manufacturing
process will be implemented and applied in a pro-
duction environment.
In the opinion of the authors, this is the reason

why during the selection of an appropriate method of
classification one should strive for the “golden mean”
between predictive capability, classification speed,
and ease of result interpretation and user friendli-
ness.
The authors made some suggestions concern-

ing choosing method of manufacturing process state
evaluation:
• leaving out näıve Bayes and k-nearest neighbours
classifiers because of its low classification accura-
cy and low tolerance to qualitative (this kind of
data is frequently met in manufacturing environ-
ment),

• excluding algorithms giving results hard to inter-
pret or having to complex mechanism of operation
– lack of friendliness it’s the reason why NN and
SVM methods were eliminated,

• the most suitable Data Mining methods for the
classification of the manufacturing process state
are decision trees and learning set of rules meth-
ods. They are characterized by easy interpretation
and relatively simple mechanism of operation.

Further research of the authors will focus on se-
lecting the appropriate approach for these two groups
of methods, possibly guaranteeing a higher accuracy
of classification and a better handling with different
data types.
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