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Introduction

There is no such a manufacturing process be-
ing able to produce the same products taking into
account repeatability of their final parameters and
properties. There is always some variability existing
in process which causes a difference between pieces
of product manufactured even directly one after an-
other. The essential cause of differences between val-
ues of product characteristics coming from the same
process is existing of some disturbances which can
result from natural (random) or special causes. Nat-
ural causes of variation (called also non-assignable
causes) are practically unavoidable in specified con-
ditions. There is many of them but none points
out dominant influence on process and is subject to
meaningful change in time. Natural variability gen-
erated by this kind of causes is very difficult to limit
and requires very serious changes e.g. in technologi-
cal process, machine selection or supplier choice. The

second group of causes of process variation is called
special causes (or assignable causes). They tend to
affect a process in systematic (process characteristics
change gradually in time) or sporadic way (sudden-
ly change affecting process). Variability generated by
this kind of causes is comparatively easy to identify
and limit or eliminate [1].

Because the process characteristics are dependent
on various sources of variation affecting the manufac-
turing process there is a need to control it to man-
ufacture high quality products. The set of statistical
methods and tools which help in specifying if the
process is affected only by natural causes or maybe
also by special causes of variation is called statisti-
cal process control (SPC). The most well-known SPC
tool is control chart designed in 1924 by Walter She-
whart.

Traditional control charts let one monitor stabil-
ity and capability of the process or a result of this
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process – product. They are very simple graph charts
based on probability distribution (the most often
normal distribution). To supervise the process one
draws against time some statistics from the process
and compares its values against earlier specified con-
trol limits. The position of control limits results from
the distribution of drawn statistic. If the points on
the control chart do not indicate special patterns
(e.g. some consecutive points above or below the cen-
ter line, some consecutive points rising or falling or
points outside the control limits) the process is sup-
posed to be in-control (there is only natural - ran-
dom variation present), otherwise one should believe
it is out-of-control (there are special causes of vari-
ation present). The most popular and wise is using
two kinds of control charts simultaneously – the first
monitors a measure of location, the other a measure
of variation (the most well-known and prevalent in
industry control chart is Shewhart’s x − R).
Because of its simplicity and transparency She-

whart control charts became one of the most popular
tools of controlling the process. Unfortunately they
have some serious limitations.
Traditional Statistical Process Control charting

(called also Univariate SPC) consists in plotting on-
ly one characteristic on the control chart at the same
time. In today’s industry there are sometimes many
variables deciding on process/product quality. In this
case process engineer should control all of them to
keep the process stable and assure its high quality.
That is why the most popular approach in industri-
al practice is designing a univariate control chart for
each quality characteristic. In this case process oper-
ator, who is responsible for supervising the process
(sometimes some processes simultaneously) can have
big problems with this wide range of duties. He must
collect measurements and register them, compute
and plot all the points on each control chart and look
for symptoms of process maladjustment (Fig. 1).

Fig. 1. Use of single control chart for each quality char-
acteristic (source: StatSoft).

Usage of many control charts not only over-
whelms the operator but can also lead to wrong
conclusions about the process state. Simultaneous
monitoring of many characteristics is conducted as-
suming its independence. Very often this statement
does not hold true and can lead to serious errors in

process of inference. Besides many control charts for
one process monitoring means serious distortion for
I type error (I type terror (α) – specifies a probability
that the statistic plotted on the control chart will lie
outside the control limits, assuming that process is
stable. One should remember that such a symptom
leads to unnecessary stopping the process and adjust-
ing it that is why α should not be too high) of the
whole procedure. Any control chart has its own I type
error and specifying what is a value of an accumu-
lated error is (assuming dependence between charac-
teristics) practically impossible. An answer for these
limitations of traditional Shewhart control charts are
their counterparts in the multivariate space – multi-
variate control charts.

Multivariate control charts

– advantages and disadvantages

Multivariate control charts were introduced in
1947 by Harold Hotelling [2] and that is the rea-
son why they are often called Hotelling charts. They
enable to aggregate information concerning a few
process/product variables on one control chart us-
ing so called T 2 statistic. This statistic is a measure
of the distance between these variables’ values (or
its sample statistics) and vector of its means (known
or estimated from the base sample). Besides it takes
into account a structure of correlations between vari-
ables in the form of covariance matrix. Such way of
computing the T 2 statistic lets one find the process
malfunction in multivariate space not only in a few
univariate spaces of individual variables. The dif-
ference between these two ways of controlling the
process is shown in Fig. 2.

Fig. 2. Two-dimensional control chart in comparison with
two individual control charts [own work on the basis of 3].

Multivariate control chart is clearly more effec-
tive in detecting some symptoms of the process be-
ing out of control than traditional one. In the figure
above a difference between two-dimensional control
chart (shown in the form of control region; control
region is an analogy to control limits on the tradi-
tional Shewhart control charts. Field of this region
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(ellipse) is smaller than rectangle made by two sep-
arate control charts because of taking into account
a correlation between variables) and two individual
univariate control charts were demonstrated. It can
be seen that traditional Shewhart control charts do
not make possible to detect distinct symptom of mal-
adjustment (marked white), which is outside the con-
trol region on two-dimensional control chart. It takes
place because traditional control charts do not take
into account that the white point is clearly against
the positive correlation on which the control region
was based. When the variableX1 takes the small val-
ue, so should the variable X2. When it is not in this
case, it means that the process went out of control.

Apart from taking into consideration the correla-
tion between variables the serious advantage of mul-
tivariate control chart is a constant and possible to
determine value of I type error. It is an error which
is fixed during the designing of the control chart.

Another advantage of Hotelling charts is men-
tioned above aggregating information from many
variables on the one chart. It is particularly impor-
tant for the operator because his task is to monitor
the process using only one, not many, control charts.
It is definitely easier for him to assure the quality of
the process.

Unfortunately multivariate control charts have
also some disadvantages. The most important one is
connected with the interpretation of signals appear-
ing on the control chart. In multivariate surveillance
it can be a serious problem because out of control
point can stand for at least some situations: process
is out-of control because of one variable, because of
acting together two or more variables or because of
the change in the covariance matrix. The procedure
of establishing what really happened with the process
can be very complicated.

Another drawback of Hotelling charts is its com-
paratively complicated apparatus and using matrix
algebra. It is surely not easy to understand even basic
principles of this procedure without strong mathe-
matical background. From the other side even a sta-
tistic drawn on the Hotelling chart is not friendly
for the operator. Because of the aggregation of some
variables T 2 is not in units of any particular variable
what can be a little bit confusing.

In spite of these disadvantages multivariate con-
trol charts can be very useful in industrial practice,
especially taking into account that many processes
are multivariate in nature and characteristics decid-
ing on quality of the process/product are very of-
ten correlated. It seems that these days when com-
putational methods and computers are still rapidly
developing their implementation in production envi-

ronment should not meet such barriers as even some
years ago. Taking into account the fact that in many
processes huge amount of data is gathered often in
automatic way and that very frequently this data
does not serve any purpose because of its complexity
and weak knowledge about methods of its analysis
one can assume that there is a need to develop Mul-
tivariate SPC tools and adjust them to industrial
practice.

Multivariate control procedure

There are some very important steps in putting
the multivariate statistical process control into prac-
tice. In this chapter some assumptions are specified
taking into account rather methodological not orga-
nizational steps.

There are two distinct phases of establishing con-
trol of the process:

• I phase – phase of stabilization – it serves to estab-
lish a statistical control of the process. The base
sample is collected and the process is checked for
stability and capability. Some common assump-
tions are also checked.

• II phase – phase of monitoring – it serves to keep
process stable.

Assuming there is a process chosen for imple-
menting multivariate statistical process control us-
ing Hotelling control charts and some organizational
mechanisms which lead to obtain a vector of con-
trolled variables were implemented one must take
into account some very important assumptions con-
nected particularly with the Phase I. There are some
main assumptions to check and assure when intro-
ducing Hotelling charts [3]:

• selecting a base sample of independent (random)
observations,

• the data should follow a multivariate normal dis-
tribution (MVN). Because there is very difficult
to find out if the data follows MVN, Mason and
Young suggest checking the distribution of T2 sta-
tistic. It is proved that if data distribution is mul-
tivariate normal then T2 statistic follows the uni-
variate Beta distribution so it is possible to check
it the other way. If T2 follows Beta distribution
then with high probability the data distribution is
described by MVN,

• collecting a sufficient sample size – one has to
remember that in multivariate control procedure
there is often a need to estimate a great number
of parameters, e.g. for two variables and control
charts using samples there are 2 means, 2 vari-
ances and 1 covariance but for three variables
there are already 9 parameters to estimate. The
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more variable the definitely more parameters to
estimate, much more than in univariate case. That
is why the size of sample for multivariate proce-
dure should be sufficiently big.

After checking these assumptions at the begin-
ning of the Phase I one should examine the stability
of the process i.e. stability of variables’ parameters.
For this purpose one must collect so called base sam-
ple from the process and estimate these parameters –
mean vector and covariance matrix (assuming both
are unknown) – it is particularly important to use
a consistent covariance matrix estimator. Then one
should design the control chart for the Phase I and
check collected sample for outliers. It is particularly
important because this base sample will be used to
examine a capability of the process and compute ac-
curate control charts for the Phase II. If any point
plots above the control limit there is a need to iden-
tify and remove the source of variation, discard the
sample from base sample and recalculate control lim-
its. One should repeat this actions until the moment
when base sample is clear of outliers.

The next step in Phase I is specifying the capa-
bility of the process. Once again this computation is
not as easy as in univariate case (e.g. Cp and Cpk).
Taking into account earlier assumptions about mul-
tivariate normality of the distribution, the data cre-
ate an ellipsoid in multivariate space and tolerance
is specified as a range for each individual variable.
There are at least some approaches to computing
multivariate capability indices [4]:

• indices based on vector representation,
• indices based on comparison of tolerance area to
area of process variability,

• indices defined using Principal Components
Analysis (PCA),

• indices based on the fraction of nonconforming
units,

• other approaches.

It seems that the first group of indices is the most
informative one because they usually consist of three
components. Some author’s analysis lead to conclu-
sion that probably one of the best indices was in-
troduced by Shahriari and Abdollahzadeh [4]. New
vector of multivariate capability contains three com-
ponents: NMCpm, PV and LI which represent com-
parison of tolerance and natural variability area, lo-
cation of the centers of the areas and mutual location
of areas respectively. The author recommends using
this capability index.

If the values of the capability indices are sufficient
one can use the parameters computed from the base
sample to calculate control limits for the Phase II –
phase of monitoring. Also in this situation there is

a distinct difference between multivariate and indi-
vidual control charts. In univariate case limits com-
puted in Phase I were used directly as control lim-
its in Phase II. In multivariate case very often there
is a need to compute new control limits to monitor
the process. When one computed the control limits
for the Phase II it is possible to look for patterns
appearing on the chart which indicate an existence
of special sources of variation. When such signal ap-
pears an operator should stop the process and adjust
it.

As it was indicated before the signal produced
by the control chart is not easy in interpretation
and can be caused by one variable, by acting togeth-
er two or more variables or because of the change
in the covariance matrix. There are some methods
of interpreting the signals on the multivariate con-
trol charts [5–7] but the most popular is so called
MYT decomposition [8]. The T 2 statistic is divided
into two parts: conditional terms and unconditional
terms. The decomposition terms contain information
about the residuals which are generated by all pos-
sible linear regressions of one variable on the any
other subset of variables. It is a great aid in locating
the source of special variation in terms of individual
variables or subset of variables.
All procedures of multivariate SPC are followed

by the assumption that there is no change in covari-
ance matrix. That is why it is so important to col-
lect a base sample of sufficient size and use a consis-
tent estimator of covariance matrix. But what about
the situation when during the process the change in
covariance matrix appears? The most popular ap-
proach to monitor changes in covariance matrix is so
called generalized variance chart [Fig. 3]. The statis-
tic drawn on the chart is a determinant of the co-
variance matrix. If its change is significant it is very
possible that the covariance matrix also changed.

Fig. 3. Generalized variance chart (source: StatSoft).

Multivariate control charts

for individual observations and means

Depending on the fact if the sample collected
from the process contains single observation or a
few observations it is possible to distinguish between
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two most popular Hotelling control charts: charts
for individual observations and chart for means. Be-
low some formulas concerning these two charts were
demonstrated [9].

Multivariate control charts for individual

observations

Multivariate control charts for individual obser-
vations are used whenever there is no possibility or
there is no economic explanation of collecting the
bigger sample than n = 1 e.g. when production rate
is too slow, measurements are particularly expensive
or destructive. The common and most important as-
sumption in this case is connected with the distrib-
ution of data – it should be checked for multivariate
normality.

Below there are some formulas for computing
control limits for multivariate control charts for indi-
vidual observations as well as the formula for point
plotted on the chart. The formulas are divided into
two parts connected with the phase of establishing
control of the process.

Phase I:

Lower Control Limit:
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(m − 1)2
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Plot point:

Qi = (Xi − Xm)′S−1
m (Xi − Xm), (3)

where Bα

2
,

p

2
,
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2

is a 1-α-th percentile of Beta dis-

tribution with parameters p

2
and m−p−1

2
, m – size

of base sample, p – number of variables, Xi – vec-
tor of individual observations, Xm – vector of means
(computed from the base sample), S−1

m – inverse of
covariance matrix, ()′ – denotes transparent matrix,
α – significance level.

Phase II:

Lower Control Limit:

LCL =
p(m + 1)(m − 1)

m(m − p)
F1−α

2
,p,m−p. (4)

Upper Control Limit:

UCL =
p(m + 1)(m − 1)

m(m − p)
Fα

2
,p,m−p. (5)

Plot point – the same as in Phase I, where Fα,p,m−p

is 1-α-th percentile of F distribution with p andm−p

degrees of freedom, the rest symbols as above.

Multivariate control charts for means

Multivariate control charts for means are used
when there is a possibility to collect some homoge-
nous samples with size = n which describe the
process at the moment of collecting.
Below there are some formulas for computing

control limits for multivariate control charts for
means as well as the formulas for point plotted on
the chart. The formulas are divided into two parts
connected with the phase of establishing control of
the process.
Phase I:

Upper Control Limit:

UCL =
p(m − 1)(n − 1)

mn − m − p + 1
Fα,p,mn−m−p+1. (6)

Plot point:

T 2 = n(X − X)′S−1

pooled(X − X), (7)

where Fα,p,mn−m−p+1 is 1-α-th percentile of F dis-
tribution with p and mn-m-p-1 degrees of freedom,
m – number of samples, p – number of variables, n
– size of the sample, X – vector of sample means,

X – vector of grand averages, S−1

pooled – inverse of
covariance matrix pooled over all samples.
Phase II:

Upper Control Limit:

UCL =
p(m + 1)(n − 1)

mn − m − p + 1
Fp,mn−m−p+1 (8)

Plot point – the same as in Phase I, where
Fα,p,mn−m−p+1 is 1-α-th percentile of F distribution
with p and mn-m-p-1 degrees of freedom, the rest
symbols as above.
The multivariate control charts for individual ob-

servations and for means are very similar so there was
only one control chart demonstrated as an example
(Fig. 4).

Fig. 4. Hotelling control chart for means (source: Stat-
Soft).

Conclusions and further research

During the last years multivariate statistical
process control becomes more and more popular. It
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is connected with the development of computational
techniques and usage of computers in industrial prac-
tice. Besides in the area of research some modifica-
tions of a traditional multivariate control chart were
made for example to treat small shifts in the process
mean (e.g. MEWMA [10], MCUSUM [11]). Many ar-
ticles have been published concerning recognition of
signals on these charts or interpretation which vari-
able is responsible for process out-of-control condi-
tions. There are also more and more implementations
of above mentioned method and tools in industrial
e.g. in semiconductors production, cars assembling,
chemical and petrochemical industry, mining indus-
try, biochemistry, steel production and paper pro-
duction (e.g. [12–15]). It is supposed that using very
advanced and sophisticated tools of MSPC is the case
in the companies characterized by highly developed
quality awareness or complex manufacturing process-
es taking into account many quality variables.

The author made some initial research concern-
ing using of MSPC tools in Wielkopolska region. The
results of this research show that unfortunately in
polish companies still using univariate SPC definite-
ly dominates over using MSPC. It is supposed that
many complicated tools and sophisticated mathe-
matical apparatus of Multivariate Statistical Process
Control discourage quality practitioners from getting
acquainted with them. Definitely easier is using tra-
ditional control charts and capability indices because
usage of them and interpretation does not make any
problem and is clear.

It seems obvious that the next reason for using
mostly univariate SPC is a fact that the knowledge
about MSPC is not too popular among practitioners.
A great number of books or even manuals concerning
SPC does not mention about multivariate case. It is
very easy to check out that the bible of automotive
industry – SPC handbook published by Ford, Gener-
al Motors and Chrysler [16] – devotes only few pages
to that subject.

The third important reason of the lack of popu-
larity of MSPC in Poland is lack of requirements from
the side of big companies concerning making use of
more sophisticated control procedures. Any require-
ments for suppliers concern only traditionally used
methods and tools so it is nothing weird that com-
panies do not practice MSPC. As it was mentioned
above it is supposed that only enterprises with very
complex processes and aware of the meaning of high
quality of processes/products are interested in mak-
ing their control schemes better and better.

Taking into account these conclusions it seems
very important to promote an idea of using multivari-
ate SPC tools. In the era of modern, sophisticated

and very often automated manufacturing processes
it should not be a problem to implement even com-
plicated methods to industrial practice. An operator
doesn’t have to fully understand the background of
MSPC. It should be enough for him to catch the main
idea of multivariate surveillance.
In author’s opinion there is however a strong need

for clear methodology of practical implementing mul-
tivariate control charts to process control. There is a
lack of guidelines giving such a step-by-step instruc-
tions. Except of [3] and [17] there is very few books
containing detailed characteristic of all important
MSPC tools and methods together with instructions
concerning its use and accompanying assumptions.
Working out such a methodology is a purpose of au-
thor’s doctoral thesis. The assumptions concerning
this methodology were described in [18].
Multivariate Statistical Process Control is a

promising set of tools and methods which can be
very helpful in controlling the process. However step-
by-step instruction of implementing MSPC is the
strongest need form the practitioners point of view
can definitely help in building a bridge between sci-
entists and practitioners. In author opinion in few
next years it will be well-seen a systematic growth
of industrial implementations of Multivariate Statis-
tical Process Control contributing to transforming
data into knowledge about process.
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